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Outline of lectures

J. M. Henn, IAS

Lectures 1 & 2

Lecture 3
• velocity dependent cusp anomalous dimension
• relation to massive scattering amplitudes
• systematic calculation at loop level

• tree-level scattering amplitudes
   (and loop integrands)
• analytic structure; on-shell methods
• to supersymmetric amplitudes and back
• symmetries
• IR divergences at loop level;
• massive IR regulator for planar amplitudes

Goals: 

understand ideas for tree 
amplitudes and loop 
integrands

analytic structure+
symmetries

enable to do calculations 
for instructive examples

guide to the literature for  
technical details

origin of IR divergences 
and ways to regularize 
them

recent development 
related to scattering 
amplitudes 

Examples of loop-level 
results
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• Can we compute amplitudes for an arbitrary number of gluons?
• What are the symmetries of the amplitudes? 
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Motivation and outline

✔ tree-level gluon scattering amplitudes in Yang-Mills theory

number of external gluons 4 5 6 7 8 9 10
number of diagrams 4 25 220 2485 34300 559405 10525900

Questions we want to ask:

✔ can we compute tree-level amplitudes for an arbitrary number of gluons?

✔ what are the symmetry properties of the amplitudes?

Motivation
consider tree-level gluon amplitudes
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• ``Calculating scattering amplitudes efficiently’’, 
many detailed examples

Some introductory literature:

[Dixon, hep-ph/9601359]

• BCFW recursion relations [Britto, Cachazo, Feng, Witten, 
hep-th/0501052]

• ``Simplifying Multi-Jet QCD Computation’’
very recent, contains many examples for collider physics

[Peskin, 
arXiv:1101.2414 [hep-ph]
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• on-shell momenta

J. M. Henn, IAS

Color decomposition
Amplitudes depend on
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Tree-level gluon scattering amplitudes

✔ how to compute them efficiently?
review e.g. [Dixon, hep-ph/9601359]

✗ depend on {pµ
i , hi = ±1, ai}

✗ colour decomposition

Atree({pi, hi, ai}) =
X

σ

Tr (t
aσ(1) . . . t

aσ(n) )Atree(σ(1), . . . σ(n))

✗ helicity classification
supersymmetry constraints: A(+, +, . . . , +) = 0 , A(−, +, . . . , +) = 0

maximally helicity violating amplitudes (MHV): A(−, +, . . . , +,−, +, . . . , +), etc.
more ‘flipped’ (negative) helicities: non-MHV amplitudes

✔ example: MHV case: [Parke, Taylor 1986],[Berends, Giele 1988]

A(−, +, . . . , +,−k, +, . . . , +) =
〈1 k〉4

〈1 2〉 . . . 〈n 1〉
δ(4)(

X

i

pi)

on-shell momenta pαα̇
i = λα

i λ̃α̇
i , useful notation 〈i j〉 = λα

i λjα

✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

pµi

hi = ±1

nX

i=1

pµi = 0 p2i = 0

• helicities

• color ai

Color decomposition
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Tree-level gluon scattering amplitudes

✔ how to compute them efficiently?
review e.g. [Dixon, hep-ph/9601359]

✗ depend on {pµ
i , hi = ±1, ai}

✗ colour decomposition

Atree({pi, hi, ai}) =
X

σ

Tr (t
aσ(1) . . . t

aσ(n) )Atree(σ(1), . . . σ(n))

✗ helicity classification
supersymmetry constraints: A(+, +, . . . , +) = 0 , A(−, +, . . . , +) = 0

maximally helicity violating amplitudes (MHV): A(−, +, . . . , +,−, +, . . . , +), etc.
more ‘flipped’ (negative) helicities: non-MHV amplitudes

✔ example: MHV case: [Parke, Taylor 1986],[Berends, Giele 1988]

A(−, +, . . . , +,−k, +, . . . , +) =
〈1 k〉4

〈1 2〉 . . . 〈n 1〉
δ(4)(

X

i

pi)

on-shell momenta pαα̇
i = λα

i λ̃α̇
i , useful notation 〈i j〉 = λα

i λjα

✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

non-cyclic permutations

can use simplified color-ordered Feynman rules
partial amplitudes

at loop level: also double & multiple traces
U(1) decoupling identities
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On-shell kinematics and helicity
• on-shell momenta pµi

nX

i=1

pµi = 0p2i = 0
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Tree-level gluon scattering amplitudes
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✔ example: MHV case: [Parke, Taylor 1986],[Berends, Giele 1988]
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A(−, +, . . . , +,−k, +, . . . , +) =
〈1 k〉4
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δ(4)(

X

i

pi)

on-shell momenta pαα̇
i = λα

i λ̃α̇
i , useful notation 〈i j〉 = λα
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✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

• polarization vectors

Helicity classification
• supersymmetry

(except for n=3)
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✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

maximally helicity-violating (MHV)

[ij] = �̃i ↵̇�̃
↵̇
j

p↵↵̇ = �↵↵̇
µ pµ

more negative helicities: non-MHV: 
e.g. next-to-MHV (NHMV), NNMHV, etc...

Finally we note two important identities for helicity spinors. The first is the Schouten identity
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= 0 , (1.76)

or
h12i h3ni + h23i h1ni + h31i h2ni = 0 , (1.77)

with arbitrary spinor �n and similarly for the conjugated spinors. The second identity makes use
of the total momentum conservation in scattering amplitudes recalling our convention of all legs
outgoing depicted in figure 1.1

nX
i=1

pµi = 0 ,
nX

i=1

�↵
i �̃

↵̇
i = 0 ,

nX
i=1

ha ii [i b] = 0 , (1.78)

for arbtrary �a and �̃b.

1.7 Gluon polarizations

We now proceed to establish a bi-spinor representation for the polarization vector of a massless
gauge boson of helicity ±1. The properties of the gluon polarization vectors were discussed in
eq. (1.61). An external gluon leg depends on momentum, helicity and color, which we shall
compactly denote as i±, ai with i± = {pi, hi = ±1} and ai the color-index. For example a
pure-gluon n-particle amplitude with a specific distribution of helicities reads

p1
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pn�1pn

hn
hn�1
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h3

S
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✏µ2
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µ1µ2...µn
(p
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, p
2

, . . . , pn) . (1.79)

The polarization vectors ✏µ± expressed in terms of the helicity spinors take the form
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i µ

↵
i

h�i µii , ✏↵↵̇�,i =
p
2
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i µ̃

↵̇
i

[�i µi]
, (1.80)

where µi and µ̃i are arbitrary reference spinors. One easily sees that the ✏±,i carry helicity ±1
upon acting with the helicity operator of eq. (1.72)

h � ✏↵↵̇±,i = (±1) ✏↵↵̇±,i (1.81)

Moreover the properties of eq. (1.61) are fulfilled

k · ✏± = 1

2

�↵ �̃↵̇ ✏
↵↵̇
± ⇠ ( [��] or h��i ) = 0 , (✏

+

)⇤ = ✏� , (1.82)
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Some examples
MHV

non-MHV more complicated (at first sight)

[Bern, Del Duca, Dixon, 
Kosower, 2004]

[Parke,Taylor, 1986]
[Berends,Giele, 1988]

e.g. next-to-MHV (NMHV) 7-point
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Tree-level gluon scattering amplitudes

✔ how to compute them efficiently?
review e.g. [Dixon, hep-ph/9601359]

✗ depend on {pµ
i , hi = ±1, ai}

✗ colour decomposition

Atree({pi, hi, ai}) =
X

σ

Tr (t
aσ(1) . . . t

aσ(n) )Atree(σ(1), . . . σ(n))

✗ helicity classification
supersymmetry constraints: A(+, +, . . . , +) = 0 , A(−, +, . . . , +) = 0

maximally helicity violating amplitudes (MHV): A(−, +, . . . , +,−, +, . . . , +), etc.
more ‘flipped’ (negative) helicities: non-MHV amplitudes

✔ example: MHV case: [Parke, Taylor 1986],[Berends, Giele 1988]

A(−, +, . . . , +,−k, +, . . . , +) =
〈1 k〉4

〈1 2〉 . . . 〈n 1〉
δ(4)(

X

i

pi)

on-shell momenta pαα̇
i = λα

i λ̃α̇
i , useful notation 〈i j〉 = λα

i λjα

✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

3.3. Seven-Gluon Amplitudes

Now we use our recursion relation to calculate the tree level next-to-MHV amplitude

of seven gluons and compare with results given in [16]. We follow the conventions of that

paper to write the four independent helicity configurations.

For configuration A:(1−, 2−, 3−, 4+, 5+, 6+, 7+), there are only two nonzero contribu-

tions, namely from (2, 3̂|4̂, 5, 6, 7, 1) and (6, 7, 1, 2, 3̂|4̂, 5). The first involves only MHV

amplitudes, so it is just one term. The second involves the next-to-MHV six-gluon ampli-

tude with two terms. We write these three terms in order here:

A(1−, 2−, 3−, 4+, 5+, 6+, 7+) =

〈1|2 + 3|4]3

t[3]2 〈5 6〉〈6 7〉〈7 1〉[2 3][3 4]〈5|4 + 3|2]

−
1

〈3 4〉〈4 5〉〈6|7 + 1|2]

(
〈3|(4 + 5)(6 + 7)|1〉3

t[3]3 t[3]6 〈6 7〉〈7 1〉〈5|4 + 3|2]
+

〈3|2 + 1|7]3

t[3]7 〈6 5〉[7 1][1 2]

)

.

(3.5)

Term by term, this expression is equal to cB + c347|flip + c347 from [16], which is exactly

the compact formula given there. For configuration B:(1−, 2−, 3+, 4−, 5+, 6+, 7+), there

are three nonzero contributions. We write the formula in the following order: the single

term from (3, 4̂|5̂, 6, 7, 1, 2), the single term from (2, 3, 4̂|5̂, 6, 7, 1), and the three terms from

(7, 1, 2, 3, 4̂|5̂, 6).

A(1−, 2−, 3+, 4−, 5+, 6+, 7+) =

〈1 2〉3[3 5]4

t[3]3 [3 4][4 5]〈6 7〉〈7 1〉〈2|3 + 4|5]〈6|4 + 5|3]

+
〈2 4〉4〈1|7 + 6|5]3

t[3]2 t[3]6 〈2 3〉〈3 4〉〈6 7〉〈7 1〉〈2|3 + 4|5]〈6|(7 + 1)(2 + 3)|4〉

+
〈1 2〉3〈4|5 + 6|3]4

t[3]4 t[3]7 〈4 5〉〈5 6〉〈7 1〉〈6|4 + 5|3]〈7|1 + 2|3]〈4|(5 + 6)(7 + 1)|2〉

+
〈4|1 + 2|3]4

t[3]1 [1 2][2 3]〈4 5〉〈5 6〉〈6 7〉〈4|3 + 2|1]〈7|1 + 2|3]

+
〈2 4〉4〈4|5 + 6|7]3

〈2 3〉〈3 4〉〈4 5〉〈5 6〉[7 1]〈4|3 + 2|1]〈4|(5 + 6)(7 + 1)|2〉〈6|(7 + 1)(2 + 3)|4〉
.

(3.6)

Term by term, this expression is equal to c145 + cA + cE + c236 + c136 from [16]. This is

not the exact compact formula given in that paper, but it is possible to derive from the

10
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sum over helicities 
(in general sum over all possible intermediate states)

internal propagator goes on-shell

J. M. Henn, IAS

Factorization formula
• multi-particle poles:

amplitude behaves as
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Tree-level gluon scattering amplitudes

✔ how to compute them efficiently?
review e.g. [Dixon, hep-ph/9601359]

✗ depend on {pµ
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maximally helicity violating amplitudes (MHV): A(−, +, . . . , +,−, +, . . . , +), etc.
more ‘flipped’ (negative) helicities: non-MHV amplitudes
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X
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pi)
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i , useful notation 〈i j〉 = λα

i λjα

✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

A
P 2!0⇠

X

±
A(L)(P±)

1

P 2
A(R)(�P⌥)

P 2 ! 0

1/P 2
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called            shift

•         has poles in the complex plane

J. M. Henn, IAS

On-shell recursion relation 1/2
• idea: amplitudes as functions in complex plane

• analytically continue to complex momenta
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On-shell recursion relations 1

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

✔ analytically continue to complex momenta

λ1 → λ1 + zλn

λ̃n → λ̃n − zλ̃1

✔ gluon propagator Gµν(p) =
ηµν

p2

✔ compute amplitude from its analytic structure
An =

I

dz
An(z)

z

Note: momentum conservation:
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On-shell recursion relations 1

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

✔ analytically continue to complex momenta

λ1 → λ1 + zλn

λ̃n → λ̃n − zλ̃1

✔ gluon propagator Gµν(p) =
ηµν

p2

✔ compute amplitude from its analytic structure
An =

I

dz
An(z)

z

[Britto, Cachazo, Feng + 
Witten (BCFW), 2004]

�n�̃n + �1�̃1 unchanged
and on-shell conditions are preserved

A �! A(z)

A(z)

• position of poles determined by propagators
1

(p1 + . . . pj)2
�! 1

(p1 + . . .+ pn + z�n�̃1)2

Note: only consecutive momenta (color-ordering)
         simple poles

[hnh1i
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• large z behavior                     (prove later)

J. M. Henn, IAS

On-shell recursion relation 2/2
Complex analysis:

• factorization property

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 5/18

On-shell recursion relations 1

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

✔ analytically continue to complex momenta

λ1 → λ1 + zλn

λ̃n → λ̃n − zλ̃1

✔ gluon propagator Gµν(p) =
ηµν

p2

✔ compute amplitude from its analytic structure
An =

I

dz
An(z)

z
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λ̃n → λ̃n − zλ̃1

✔ gluon propagator Gµν(p) =
ηµν

p2

✔ compute amplitude from its analytic structure
An =

I

dz
An(z)

z
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On-shell recursion relations 1

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

✔ analytically continue to complex momenta

λ1 → λ1 + zλn

λ̃n → λ̃n − zλ̃1

✔ gluon propagator Gµν(p) =
ηµν

p2

✔ compute amplitude from its analytic structure
An =

I

dz
An(z)

z
An = �

X

i

I

zi

An(z)

z

= �
X

i

Reszi=z

✓
An(z)

z

◆

A(z)
z!1�! 0

An =
X

i

X

±
A(L)(zi;±)

1

P 2
i

A(R)(zi;⌥)
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=> Feynman diagrams go at worst as

3-particle vertex:                   at worst

J. M. Henn, IAS

behavior at large z

• more general analysis (also in higher dimensions):
[Arkani-Hamed, Kaplan, 2008]

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 4/18

Tree-level gluon scattering amplitudes

✔ how to compute them efficiently?
review e.g. [Dixon, hep-ph/9601359]

✗ depend on {pµ
i , hi = ±1, ai}

✗ colour decomposition

Atree({pi, hi, ai}) =
X

σ

Tr (t
aσ(1) . . . t

aσ(n) )Atree(σ(1), . . . σ(n))

✗ helicity classification
supersymmetry constraints: A(+, +, . . . , +) = 0 , A(−, +, . . . , +) = 0

maximally helicity violating amplitudes (MHV): A(−, +, . . . , +,−, +, . . . , +), etc.
more ‘flipped’ (negative) helicities: non-MHV amplitudes

✔ example: MHV case: [Parke, Taylor 1986],[Berends, Giele 1988]

A(−, +, . . . , +,−k, +, . . . , +) =
〈1 k〉4

〈1 2〉 . . . 〈n 1〉
δ(4)(

X

i

pi)

on-shell momenta pαα̇
i = λα

i λ̃α̇
i , useful notation 〈i j〉 = λα

i λjα

✔ non-MHV case much more complicated
e.g. next-to-MHV amplitudes [Kosower, hep-th/0406175], split-helicity amplitudes [Britto et al, hep-th/0503198]

✔ can we compute all tree-level amplitudes?

• from analyzing Feynman diagrams [BCFW, 2005]

⇠ kµ ⇠ z

internal propagators: ⇠ z�1

⇠ z

polarization vectors of shifted particles:

[++i [��i
important for supersymmetric generalization

[�+i

shifts also allowed

shift: extra        from polarization vectorsz�2

A(z)
z!1�! z�1

z
1/z

1/z

z

z
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On-shell 3-point kinematics

• for real momenta implies pµi = 0

• complex momenta: two solutions

MHV MHV-bar

�̃↵̇
1 ⇠ �̃↵̇

2 ⇠ �̃↵̇
3

�↵̇
1 ⇠ �↵̇

2 ⇠ �↵̇
3

[�̃i, �̃j ] = 0 , h�i�ji 6= 0 h�i,�ji = 0 , [�̃i�̃j ] 6= 0

AMHV
3 =

hiji4

h12ih23ih31i
AMHV

3 =
[ij]4

[12][23][31]

p1 p1 p2p2

Figure 2: Two adjacent three-point MHV or two adjacent three-point MHV vertices. In either case
the on-shell momentum conservation conditions imply that (p1 + p2)2 = 0 so the configuration does not
exist for general kinematics.

(p1+p2)2 = 〈12〉[21] #= 0. Therefore, the two three-point MHV vertices must be placed at opposite
corners of the cut box, and it is possible to have at most two such vertices. The same constraints
apply to the three-point MHV vertices. These statements are summarised in Fig. 2. For the
two-mass-hard box coefficient C2mh, the corresponding box diagram contains three-point MHV
and MHV vertices adjacent to each other (see Fig. Fig:2mh). We substitute Ân1+2; 0 → Â MHV

3; 0

and Ân2+2; 0 → Â MHV
3; 0 in (3.7) and use the expression (3.11) for two remaining sub-amplitudes to

find that the integral over ηli is again localized by the Grassmann delta functions at the vertices,
leading to

C2mh = δ(8)(
n∑

i=1

λiηi)
[
P(4), 2mh

n;1 + . . . + P(4n−20), 2mh
n;1

]
. (3.19)

Thus, the two-mass coefficient contribute to all super-amplitudes except the MHV and MHV
ones.

For the two-mass-easy box coefficient C2me, the corresponding box diagram involves two three-
particle MHV and/or MHV vertices situated at two opposite corners of the box. The minimal
(or maximal) degree in η is achieved when both three-particle vertices are MHV (or MHV).
Performing the calculation of (3.7) we find

C2me = δ(8)(
n∑

i=1

λiηi)
[
P(0), 2me

n;1 + . . . + P(4n−16), 2me
n;1

]
. (3.20)

Finally, the one-mass box coefficient C1m corresponds to a box diagram in which three of the
vertices are three-particle MHV and/or MHV ones. We recall that two three-particle vertices of
the same type can not be adjacent. After some algebra, we find from (3.7) that

C1m = δ(8)(
n∑

i=1

λiηi)
[
P(0), 1m

n;1 + . . . + P(4n−16), 1m
n;1

]
. (3.21)

We conclude that C2me and C1m contribute to all super-amplitudes and these are the only two
coefficients that contribute to the MHV and MHV super-amplitudes. In the next subsection, as
an illustration of the general scheme developed here, we compute the corresponding contributions
in the MHV case, P(0), 2me

n;1 and P(0), 1m
n;1 .

3.4 One-loop MHV super-amplitude

The MHV super-amplitude receives contributions from the terms on the right-hand side of (3.20)
and (3.21) with lowest degree in η’s. Such terms come from the diagram with two three-point

15

p1 p1 p2p2

Figure 2: Two adjacent three-point MHV or two adjacent three-point MHV vertices. In either case
the on-shell momentum conservation conditions imply that (p1 + p2)2 = 0 so the configuration does not
exist for general kinematics.
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apply to the three-point MHV vertices. These statements are summarised in Fig. 2. For the
two-mass-hard box coefficient C2mh, the corresponding box diagram contains three-point MHV
and MHV vertices adjacent to each other (see Fig. Fig:2mh). We substitute Ân1+2; 0 → Â MHV
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3; 0 in (3.7) and use the expression (3.11) for two remaining sub-amplitudes to

find that the integral over ηli is again localized by the Grassmann delta functions at the vertices,
leading to
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[
P(4), 2mh

n;1 + . . . + P(4n−20), 2mh
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]
. (3.19)

Thus, the two-mass coefficient contribute to all super-amplitudes except the MHV and MHV
ones.

For the two-mass-easy box coefficient C2me, the corresponding box diagram involves two three-
particle MHV and/or MHV vertices situated at two opposite corners of the box. The minimal
(or maximal) degree in η is achieved when both three-particle vertices are MHV (or MHV).
Performing the calculation of (3.7) we find

C2me = δ(8)(
n∑

i=1

λiηi)
[
P(0), 2me

n;1 + . . . + P(4n−16), 2me
n;1

]
. (3.20)

Finally, the one-mass box coefficient C1m corresponds to a box diagram in which three of the
vertices are three-particle MHV and/or MHV ones. We recall that two three-particle vertices of
the same type can not be adjacent. After some algebra, we find from (3.7) that

C1m = δ(8)(
n∑

i=1

λiηi)
[
P(0), 1m

n;1 + . . . + P(4n−16), 1m
n;1

]
. (3.21)

We conclude that C2me and C1m contribute to all super-amplitudes and these are the only two
coefficients that contribute to the MHV and MHV super-amplitudes. In the next subsection, as
an illustration of the general scheme developed here, we compute the corresponding contributions
in the MHV case, P(0), 2me

n;1 and P(0), 1m
n;1 .

3.4 One-loop MHV super-amplitude

The MHV super-amplitude receives contributions from the terms on the right-hand side of (3.20)
and (3.21) with lowest degree in η’s. Such terms come from the diagram with two three-point

15

p21 = 0 , p22 = 0 , p23 = 0 , pµ1 ⇠ pµ2 ⇠ pµ3
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...
J. M. Henn, IAS

Example: MHV n-point formula
• use BCFW to prove Parke-Taylor formula

AMHV
n =

hiji4

h12ih23i . . . hn1i

• only one BCFW diagram!

...

1

2

n n̂1̂

2

=

33

very instructive exercise!

P

AMHV
n (1, 2, . . . , n) = AMHV

3 (1̂, 2, P̂ )
1

P 2
AMHV

n�1 (�P̂ , 3, . . . , n̂)
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• closed-form expressions known for special classes
   e.g. split-helicity

J. M. Henn, IAS

BCFW summary

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 6/18

On-shell recursion relations 2

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

nk

1

n−1k+1

k−1

i

j

i−1

j+1
n

1

n−1k

k−1

✔ n-point amplitudes are obtained recursively from lower-point amplitudes

✔ all amplitudes are on-shell

✔ special cases can be solved analytically
e.g. split-helicity amplitudes A(−, . . . ,−, +, . . . +)

• n-point amplitudes obtained recursively from lower-point ones

• all ingredients are on-shell

supersymmetry: extend this to any helicities

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 6/18

On-shell recursion relations 2

✔ recursion relations from analytical behaviour of the amplitudes [Britto, Cachazo, Feng + Witten, 2004]

nk

1

n−1k+1

k−1

i

j

i−1

j+1
n

1

n−1k

k−1

✔ n-point amplitudes are obtained recursively from lower-point amplitudes

✔ all amplitudes are on-shell

✔ special cases can be solved analytically
e.g. split-helicity amplitudes A(−, . . . ,−, +, . . . +)

• BCFW recursion and on-shell three-point amplitudes 
determine all amplitudes

• note: different shifts lead to different (but equivalent) 
representations
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BCFW for planar loop integrands

• idea: loop integrand is more or less a tree (with loops...)

• extra term in recursion from loop propagator going on-shell

[Arkani-Hamed, Bourjaily, Cachazo, Caron-Huot, Trnka , 2010]
[related work by Boels, 2010]

[Caron-Huot, 2010]• forward limit of N=4 SYM trees well defined

• planar: dual coordinates to define loop variables

Apply BCFW shift:

As in our discussion of the BCFW bridge, this form can be easily understood by looking at the
deformations induced by the “1” inverse soft factors; the associated momentum-twistor geometry
turns out to be

exactly as needed. The picture is the same for taking the single cut of any Yangian-invariant object.
Note that we were able to identify the BCFW terms in a straightforward way since the residues

of the poles of the integrand have obvious “factorization” and “cut” interpretations. This is another
significant advantage of working with the integrand, since as is well known, the full loop amplitudes
(after integration) have more complicated factorization properties [74]. This is due to the IR
divergences which occur when the loop momenta becomes collinear to external particles, when
the integration is performed.

4.2 BCFW For All Loop Amplitudes

Putting the pieces together, we can give the recursive definition for all loop integrands in planar
N = 4 SYM as

= +

To be fully explicit, the recursion relation is

Mn,k,`(1, . . . , n) = Mn�1,k,`(1, . . . , n� 1)

+
X

nL,kL,`L;j

[j j+1 n�1 n 1] MR
nR,kR,`R(1, . . . , j, Ij)⇥M

L
nL,kL,`L(Ij , j+1, . . . , bnj)

+

Z

GL(2)

[AB n 1 n 1]⇥Mn+2,k+1,`�1(1, . . . , bnAB,
b
A,B).

(29)

where nL + nR = n+ 2, kL + kR = k � 1, `L + `R = ` and the shifted momentum (super-)twistors
that enter are

bnj = (n 1 n)
T
(j j+1 1), Ij = (j j+1)

T
(n 1 n 1);

bnAB = (n 1 n)
T
(AB 1), b

A = (AB)
T
(n 1 n 1).

(30)

17

A

(L)
n (x1, . . . xn) =

Z
d

4
y1 . . .

Z
d

4
yL I

(L)(x1, . . . , xn; y1, . . . , yL)

or: extend to massive case to deal with IR divergences 
[Alday, JMH, Plefka, Schuster, 2008]

xi � xi+1 = pi

• same idea for D-dimensional integrand, but hard in practice
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Symmetries (first part)
conformal symmetry follows from Lagrangian
in position space => Fourier transform

[Witten,  2003]

single-particle generators:

realization on scattering amplitude                       etc.

p↵↵̇i = �↵
i �̃

↵̇
i

ki↵↵̇ =
@

@�↵
i

@

@�̃↵̇
i

di = �↵
i

@

@�↵
i

+ �̃i ↵̇
@

@�̃i ↵̇

+ 1

p =
nX

i=1

pi

Exercise 1: verify conformal algebra
Exercise 2: show symmetry of MHV amplitudes

k


�(4)(p)

hiji4

h12ih23i . . . hn1i

�
= 0e.g.

Note: for collinear 
momenta modification 
of generators 
required. Important at 
loop level

[Beisert et al.,2009]

m↵�
i = �↵

i
@

@�i�
� ��

i

@

@�i↵
m↵̇�̇

i
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End of lecture 1

Thank you!
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉

J. M. Henn, IAS

Scattering amplitudes in N=4 SYM
• contain all gluon amplitudes, and amplitudes of massless QCD

• N=4 SYM: max. supersymmetry, AdS/CFT, expected integrability
On-shell particle content in single supermultiplet:
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉

• superamplitudes
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉

• supersymmetry
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉• MHV case:
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Scattering amplitudes in N = 4 super Yang-Mills

✔ at tree-level: gluon amplitudes in Yang-Mills = gluon amplitudes in super Yang-Mills

✔ why N = 4 SYM? maximal supersymmetry, AdS/CFT correspondence, expected integrability

✔ particle content: gauge field, 4 fermions, 6 scalars

✔ superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + 1/2ηAηBSAB + . . . + 1/4!εABCDηAηBηCηDG−(p)

Grassmann variable ηA for bookkeeping, A = 1, 2, 3, 4

✔ superamplitudes An =< Φ1 . . . Φn >

✔ supersymmetry p =
Pn

i=1 λα
i λ̃α̇

i , q =
Pn

i=1 λα
i ηA

i , q̄ =
Pn

i=1 λ̃α̇
i

∂

∂ηA
i

implies An = δ(4)(p)δ(8)(q) Pn
〈1 2〉...〈n 1〉

Pn is a polynomial in the {ηi}, MHV: η0, NMHV: η4, NNMHV: η8 etc.
✔ MHV case: [Nair 1988]

PMHV
n = 1 , AMHV

n =
δ(4)(p)δ(8)(q)

〈1 2〉 . . . 〈n 1〉
[Nair, 1988]

�(⌘1) = ⌘1
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On-shell susy simplifications
• Sums over intermediate states/helicities become 
trivial Grassmann integrals

• simpler 3-particle building blocks

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 8/18

Use of on-shell superspace for scattering amplitudes

[Nair 1988]
[Witten 2003]

[Georgiou, Glover, Khoze 2004][Brandhuber, Spence, Travaglini 2004]
[Huang 2005]

[Arkani-Hamed, Bianchi, Brandhuber, Cachazo, Drummond, Elvang, Freedman, J.H., Heslop, Kaplan, Kiermaier,
Korchemsky, Sokatchev, Travaglini ... 2008 ]

✔ MHV vertex approach

✔ on-shell recursion relations

✔ (for loops:) generalised unitarity

Important common feature:
intermediate state sums are replaced by Grassmann integral

X

states

AL
1

P 2
AR ⇒

Z

d4ηAL
1

P 2
AR

Grassmann integral can be easily carried out thanks to supersymmetry

A ∝ δ(8)

 

X

i

λα
i ηA

i

!

• Grassmann integrals carried out using susy delta functions

p1 p1 p2p2

Figure 2: Two adjacent three-point MHV or two adjacent three-point MHV vertices. In either case
the on-shell momentum conservation conditions imply that (p1 + p2)2 = 0 so the configuration does not
exist for general kinematics.

(p1+p2)2 = 〈12〉[21] #= 0. Therefore, the two three-point MHV vertices must be placed at opposite
corners of the cut box, and it is possible to have at most two such vertices. The same constraints
apply to the three-point MHV vertices. These statements are summarised in Fig. 2. For the
two-mass-hard box coefficient C2mh, the corresponding box diagram contains three-point MHV
and MHV vertices adjacent to each other (see Fig. Fig:2mh). We substitute Ân1+2; 0 → Â MHV

3; 0

and Ân2+2; 0 → Â MHV
3; 0 in (3.7) and use the expression (3.11) for two remaining sub-amplitudes to
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leading to
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Thus, the two-mass coefficient contribute to all super-amplitudes except the MHV and MHV
ones.

For the two-mass-easy box coefficient C2me, the corresponding box diagram involves two three-
particle MHV and/or MHV vertices situated at two opposite corners of the box. The minimal
(or maximal) degree in η is achieved when both three-particle vertices are MHV (or MHV).
Performing the calculation of (3.7) we find
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Finally, the one-mass box coefficient C1m corresponds to a box diagram in which three of the
vertices are three-particle MHV and/or MHV ones. We recall that two three-particle vertices of
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We conclude that C2me and C1m contribute to all super-amplitudes and these are the only two
coefficients that contribute to the MHV and MHV super-amplitudes. In the next subsection, as
an illustration of the general scheme developed here, we compute the corresponding contributions
in the MHV case, P(0), 2me

n;1 and P(0), 1m
n;1 .

3.4 One-loop MHV super-amplitude

The MHV super-amplitude receives contributions from the terms on the right-hand side of (3.20)
and (3.21) with lowest degree in η’s. Such terms come from the diagram with two three-point
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3; 0
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=> all BCFW shifts possible

J. M. Henn, IAS

Supersymmetric BCFW
• Supersymmetric shift

• large z behavior related to bosonic case by susy
[Arkani-Hamed, Cachazo, Kaplan,  2008]
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Example: NHMV tree in N=4 SYM

J. Henn On gluon scattering amplitudes SFB talk April 28, 2009 - p. 9/18

Tree-level superamplitudes from supersymmetrised recursion relations

[Drummond, J.H. 2008]

. . .. .
.. . .

1̂1̂
2

2 3

n̄n̄

N
P̂ P̂i

i − 1 i

A B

Pn−1
i=4

✔ white circles: MHV superamplitude AMHV
n = δ(4)(p) δ(8)(q)

〈1 2〉〈2 3〉...〈n 1〉

✔ inhomogeneous term

B =
δ(4)(p) δ(8)(q)

〈1 2〉〈2 3〉 . . . 〈n 1〉

n−1
X

i=4

Rn;2 i

✔ solution

ANMHV
n =

δ(4)(p) δ(8)(q)

〈1 2〉〈2 3〉 . . . 〈n 1〉

X

2≤s<t≤n−1

Rn;st

✔ proof by induction

A =
δ(4)(p) δ(8)(q)
Qn

j=1〈j j + 1〉

X

3≤s<t≤n−1

Rn;st ⇒ A + B = ANMHV
n

• inhomogeneous term
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prove by induction!
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Example: NHMV tree in N=4 SYM
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Tree-level superamplitudes from supersymmetrised recursion relations

[Drummond, J.H. 2008]
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• final result

• Note: different shifts lead to different representations;
   interpretation as residue theorems
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All tree-level scattering amplitudes in N = 4 super Yang-Mills

✔ reminder: supersymmetry implies An = δ(4)(p)δ(8)(q)
Pn

〈1 2〉 . . . 〈n 1〉

✔ first cases [Drummond, J.H., Korchemsky, Sokatchev 2008]

PMHV
n = 1 , PNMHV

n =
X

2≤i,j≤n−1

Rn;i,j

with

Rn;i,j =
< i i − 1 >< j j − 1 > δ(4)(Ξn;ij)

x2
ij < n|xnixij |j >< n|xnixij |j − 1 >< n|xnjxji|i >< n|xnjxji|i − 1 >

where
Ξn;ij =< n|xnixij |θjn > + < n|xnjxji|θin >

and where x and θ are dual variables defined by

λα
i λ̃α̇

i = xαα̇
i − xαα̇

i+1 , λα
i ηA

i = θαA
i − θαA

i+1
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All tree-level scattering amplitudes in N = 4 super Yang-Mills

✔ reminder: supersymmetry implies An = δ(4)(p)δ(8)(q)
Pn

〈1 2〉 . . . 〈n 1〉

✔ first cases [Drummond, J.H., Korchemsky, Sokatchev 2008]

PMHV
n = 1 , PNMHV

n =
X

2≤i,j≤n−1

Rn;i,j

with

Rn;i,j =
< i i − 1 >< j j − 1 > δ(4)(Ξn;ij)

x2
ij < n|xnixij |j >< n|xnixij |j − 1 >< n|xnjxji|i >< n|xnjxji|i − 1 >

where
Ξn;ij =< n|xnixij |θjn > + < n|xnjxji|θin >

and where x and θ are dual variables defined by

λα
i λ̃α̇

i = xαα̇
i − xαα̇

i+1 , λα
i ηA

i = θαA
i − θαA

i+1• with dual coordinates

• solution for all tree-level amplitudes in similar way
[Drummond, JMH, 2008]

[Arkani-Hamed]
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why is the result so simple?
dual space

J. M. Henn, IAS

Symmetries (second part)
(super)conformal symmetry from Lagrangian [Witten,  2003]

dual conformal symmetry = conformal symmetry in dual space

• first hints seen in loop integrals for 4pt amplitude
[Drummond, JMH, Sokatchev, V. Smirnov,  2006]

• for generic helicity amplitude; 
  extension to dual superconformal symmetry

[Drummond, JMH, Korchemsky Sokatchev, 2008]

• natural in string theory [Alday, Maldacena, 2007]
[Maldacena, Berkovits, 2008; Beisert et al, 2008]

p1

p2 p3
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p5p6x1

x2
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• dual space

J. M. Henn, IAS

Dual conformal symmetry

• some dual conformal covariants

with c̃146 given by (5.30). Moreover, adding the one-loop perturbative correction to the ratio
function (5.13) simply amounts to inserting the additional factor (1 + aV146) involving (5.31)

RNMHV
6 = c̃146〈61〉4〈45〉4 [1 + aV146] δ

(4)
(
η4[56] + η5[64] + η6[45]

)
+ (cyclic) (5.33)

As a nontrivial test of these relations, we have verified that, when expanded in powers of η’s,
the expressions for AMHV

6;0 and AMHV
6;1 correctly reproduce all known expressions for tree-level and

one-loop n = 6 NMHV scattering amplitudes.
Next we would like to check the transformation properties of the n = 6 NMHV superamplitude

(5.11) under dual superconformal transformations. To this end, we examine the ratio function
(5.13). As before, the only nontrivial transformations are conformal inversions. Since V146 is
conformal invariant, Eq. (5.31), while Ξ146 transforms covariantly (see Eq. (6.7) below), we have
to examine the action of conformal inversions on the function c̃146, Eq. (5.30). To do this, it is
convenient to obtain another, equivalent representation for c̃146.

We recall that c̃146 is given by a linear combination of three terms (5.8) involving the functions
c146, c514 and c351. Since the six-gluon NMHV superamplitude only depends on c̃146, the definition
of the latter functions is ambiguous. We can make use of this ambiguity to choose the following
ansatz for cpqr (with 1 ≤ p, q, r ≤ 6 and p $= q $= r)

cpqr = −
〈q − 1 q〉〈r − 1 r〉

x2
qr 〈p|xprxr q−1|q − 1〉 〈p|xprxr q|q〉 〈p|xpqxq r−1|r − 1〉 〈p|xpqxq r|r〉

. (5.34)

where we used the notation for the contraction of spinor indices explained in Appendix A. It is
straightforward to verify that the three terms inside the square brackets on the right-hand side
of (5.8) produce the same contribution and reproduce the relation (5.30)

c̃146 =
1

2
c146 . (5.35)

The relation (5.34) admits a natural generalization from n = 6 to arbitrary n > 6. As we will
argue in the next section, the coefficient functions cpqr enter the expression for the one-loop
n−particle NMHV superamplitudes.

Another remarkable feature of (5.34) is that cpqr is built from exactly those conformal covariant
combinations of spinors that we already encountered before in Sect. 2.6. Making use of the
relations (2.42) and (2.33), it is straightforward to verify that

I[cpqr] = cpqr

(
x2

1x
2
4x

2
6

)4
. (5.36)

It is remarkable that cpqr transforms covariantly under conformal inversions. Most importantly,
the corresponding conformal weight is exactly the one that is needed to compensate the conformal
weight of δ(4)(Ξ146), Eq. (6.7). This means that the product c146 δ(4)(Ξ146) is invariant under
inversion and therefore under the SO(2, 4) dual conformal transformations. One can verify that
it is also invariant under superconformal transformations.

Thus, in agreement with our expectations, the ratio function (5.13) is superconformal in-
variant and verifies the conformal Ward identities (5.14). This does not imply however that
the amplitude ANMHV

6 is covariant under these transformations. On the contrary, its confor-
mal properties are broken by infrared divergences already at one loop but the corresponding
anomalous contribution cancels against a similar contribution from AMHV

6 in such a way that the
corresponding ratio function remains conformal.
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it is also invariant under superconformal transformations.

Thus, in agreement with our expectations, the ratio function (5.13) is superconformal in-
variant and verifies the conformal Ward identities (5.14). This does not imply however that
the amplitude ANMHV

6 is covariant under these transformations. On the contrary, its confor-
mal properties are broken by infrared divergences already at one loop but the corresponding
anomalous contribution cancels against a similar contribution from AMHV

6 in such a way that the
corresponding ratio function remains conformal.

43

x

2

qr
inversion�!

x

2

qr

x

2

qx
2

r

By writing, for example, the Grassmann delta function coming from AMHV
i (zP ) in the following

way,

δ(8)

(

λ̂1η1 +
i−1
∑

j=2

λjηj − λP̂i
ηP̂i

)

= 〈1̂P̂i〉4 δ(4)

(

i−1
∑

j=2

〈1̂j〉
〈1̂P̂i〉

ηj − ηP̂i

)

δ(4)

(

η1 +
i−1
∑

j=2

〈jP̂i〉
〈1̂P̂i〉

ηj

)

,

(19)
the integration over ηP̂i

can be carried out straightforwardly. In this way, we obtain the following
contribution to the n-point NMHV amplitude:

B =
δ(4)(p) δ(8)(q)
∏n

j=1〈j j + 1〉

n−1
∑

i=4

Rn;2 i . (20)

Here Rr;st is a dual superconformal invariant introduced in [1],

Rr;st =
〈s s − 1〉〈t t − 1〉δ(4)(Ξr;st)

x2
st〈r|xrsxst|t〉〈r|xrsxst|t − 1〉〈r|xrtxts|s〉〈r|xrtxts|s − 1〉

. (21)

The Grassmann odd quantity Ξr;st is given by

Ξr;st = 〈r|xrsxst|θtr〉 + 〈r|xrtxts|θsr〉 . (22)

Here we used the dual variables xi and θi defined by (14) and (15).

In the following we will often deal with the quantity Ξn;st for 1 < s < t < n. It is instructive
to switch from the dual θi in (22) to the ηi,

Ξn;st = 〈n|
[

xnsxst

n−1
∑

i=t

|i〉ηi + xntxts

n−1
∑

i=s

|i〉ηi

]

, (23)

to see that Ξn;st is independent of ηn and η1. Alternatively, using the δ(8)(q) present in all physical
amplitudes to rewrite the sums we can obtain

δ(8)(q) Ξn;st = −δ(8)(q) 〈n|
[

xnsxst

t−1
∑

i=1

|i〉ηi + xntxts

s−1
∑

i=1

|i〉ηi

]

, (24)

such that the only dependence on ηn−1 and ηn on the l.h.s. of (24) is contained in δ(8)(q). These
facts will be useful in the following sections when carrying out superspace integrations.

Moreover, it is useful to realise that terms like 〈r|xrsxst|t〉 in (21) and similar terms in (22)
can always be written as

〈r|xrsxst|t〉 = 〈r|xr+1 sxst|t〉 , (25)

such that it is clear that they only depend explicitly on λr, but not on λ̃r.

3.2 5-point example

In [18], the supersymmetric recursion relations were examined for the example of the five-point
MHV amplitude. We will also examine this example here as it is the first example of an NMHV

6
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Dual superconformal symmetry

[Drummond, J.H., Korchemsky, Sokatchev ’08]
✔ observation: amplitudes have additional symmetries!

best seen in dual variables
xαα̇

i+1 − xαα̇
i = pαα̇

i = λα
i λ̃α̇

i

first clues came from study of loop corrections to scattering amplitudes [Drummond,J.H.,Smirnov,Sokatchev
’06]

✔ also related to conformal properties of certain Wilson loops [Drummond,J.H.,Korchemsky,Sokatchev ’07]
✔ dual conformal generator

Kαα̇ =
X

i

"

xiα
β̇xiα̇

β ∂

∂xββ̇
i

+xiα̇
βλiα

∂

∂λβ
i

+ xi+1 α
β̇ λ̃iα̇

∂

∂λ̃β̇
i

#

✔ supersymmetric generalisation: dual superspace variables

θA
i+1α − θA

i α = qA
i α = ηA

i λiα

✔ final expression for dual conformal generator

Kαα̇ =
X

i

»

xαβ̇
i xα̇β

i

∂

∂xββ̇
i

+xα̇β
i λα

i

∂

∂λβ
i

+ xαβ̇
i+1λ̃α̇

i

∂

∂λ̃β̇
i

+ xα̇β
i θαB

i

∂

∂θβB
i

+λ̃α̇
i θαB

i+1

∂

∂ηB
i

–

tree amplitudes are covariant under dual superconformal transformations

• dual superspace

• final expression
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tree amplitudes are covariant under dual superconformal transformations

• bosonic part of generator

[Drummond, JMH, Korchemsky Sokatchev, 2008]

Explicit form of infinitesimal generators

x

↵↵̇
i � x

↵↵̇
i+1 = p

↵↵̇
i = �

↵
i �̃

↵̇
i

✓Ai↵ � ✓Ai+1↵ = qAi↵ = ⌘Ai �i↵

=> easy to verify symmetry!
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- Yangian algebra                                   and higher levels

J. M. Henn, IAS

Yangian symmetry

[Drummond, JMH, Plefka,  2009]

superconformal psu(2,2|4) symmetry

generators very simple in (super)twistor space
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Symmetries of scattering amplitudes in N = 4 super Yang-Mills

✔ superconformal symmetry psu(2, 2|4) cf. [Witten 2003]

psu(2, 2|4) algebra: [Ja, Jb} = fab
cJc , Ja =

n
X

i=1

Jia

for example

pαα̇ =
n
X

i=1

λα
i λ̃α̇

i , q̄α̇
A =

n
X

i=1

λ̃α̇
i

∂

∂ηA
i

, kαα̇ =
n
X

i=1

∂

∂λα
i

∂

∂λ̃α̇
i

✔ ‘dual’ superconformal symmetry [Drummond, J.H., Korchemsky, Sokatchev 2008]

✔ closure of algebra give Yangian Y (psu(2, 2|4)) [Drummond, J.H., Plefka 2009]

level-one Yangian generators:
Qa = fa

cb
X

1≤i<j≤n

JibJjc

✔ spin chain analogy

1
12 2

3
3

4

n − 1

n
n

. . .
. . .

=⇒

dual (super)conformal symmetry
closure of algebra? Yangian of psu(2,2|4)
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That these operators are symmetries is the expression of dual superconformal symmetry purely
in terms of the data defining the scattering amplitudes.

We could equivalently have arrived at the form of K ′ and S ′ by noting that K̃ and S̃ commute
with the dual translation generator Pαα̇ and the dual supersymmetry generator QαA modulo
terms which themselves annihilate the amplitude. Therefore we could simply use the latter to
set x1 and θ1 to zero in (18), immediately leading to (22) and (23).

3 Yangian symmetry

What happens when we commute the generators of the conventional and dual superconformal
symmetries to obtain higher charges which are realised on the amplitudes? The answer is that the
closure of the two symmetry algebras defines a Yangian algebra. We will show presently that the
dual superconformal generators are equivalent to level one generators J (1) that are symmetries
of the amplitudes and that satisfy

[J (1)
a , J (0)

b } = fab
cJ (1)

c . (24)

The level one generators are defined by

J (1)
a = fa

cb
∑

1≤i<j≤n

J (0)
ib J (0)

jc , (25)

where f cb
a is obtained from fab

c by raising and lowering indices with the metric gab of the algebra.
Further they satisfy the following relation (Serre relation)

[J (1)
a , [J (1)

b , J (0)
c }} + (−1)|a|(|b|+|c|)[J (1)

b , [J (1)
c , J (0)

a }} + (−1)|c|(|a|+|b|)[J (1)
c , [J (1)

a , J (0)
b }}

= h(−1)|r||m|+|t||n|{J (0)
l , J (0)

m , J (0)
n ]far

lfbs
mfct

nf rst. (26)

Here we use the mixed brackets [·, ·} to denote the graded commutator, as before, and the symbol
{·, ·, ·] to denote the graded symmetriser. The index gradings denote the Grassmann degree of
the corresponding generators, i.e. |a| = deg(Ja) etc. The constant h is dependent on conventions.

The conditions under which (25) is sufficient to give a representation of the Yangian (i.e. that
the level one generators obey the Serre relation) were discussed in detail in [48]. A sufficient
condition is that the adjoint appears only once in the tensor product of the representation of
the single-site level-zero generators J (0)

ia with its conjugate. The representation of interest here,
namely the on-shell gluon supermultiplet, does satisfy this property [48]. Therefore to show
that the tree-level amplitudes have a Yangian symmetry it will be sufficient to show that dual
superconformal symmetry implies invariance under the generators J (1)

a given in (25).

Let us start with constructing the level one supersymmetry generator q(1)A
α . Looking at formula

(25) we expect to find terms of the form miqj , diqj , pis̄j, qirj and ciqj (all antisymmetrised on i

8

- Serre relations

operators. Let us illustrate the above statements by explicit formulae. The pairs (−i µα
i , λ̃α̇

i ) form
homogeneous coordinates ZA′

i on twistor space. Combining the twistors ZA′

i with the Grassmann
coordinates ηA

i we obtain supertwistors ZĀ
i = (ZA′

i , ηA
i ). The level zero generators of u(2, 2|4)

take a particularly simple form in this language,

J (0)Ā
B̄ =

∑

i

ZĀ
i

∂

∂ZB̄
i

. (43)

The level one generators are then obviously second order operators acting on the Zi. They can
be written as

J (1)Ā
B̄ = −

∑

i>j

[

ZĀ
i Z

C̄
j

∂

∂Z C̄
i

∂

∂ZB̄
j

− (i ↔ j)

]

. (44)

It is easy to write down similar formulae for higher level generators. An interesting absence from
this set of generators are order zero operators, i.e. multiplication operators. These would be the
relevant operators for describing the coplanarity/collinearity properties found in [14].

Perhaps the most urgent question concerns the fate of the symmetries of the amplitudes at
loop level. Beyond tree level, infrared divergences appear, and the necessary regularisation a
priori breaks the Yangian symmetry. Nonetheless, in analogy with the case of the spectrum of
anomalous dimensions of N = 4 SYM, one might expect that the Yangian symmetry is realised
at loop level as well, where (at least some of) the Yangian generators receive coupling-dependent
deformations. For example, the dual conformal symmetry is expected to be broken in a way
governed by an anomalous dual conformal Ward identity [33, 37]. Although this Ward identity
was initially derived for Wilson loops dual to MHV amplitudes, it was found in [38, 39] that the
same Ward identity also holds for one-loop NMHV amplitudes, and it was conjectured that it
should hold for all amplitudes, MHV and non-MHV. Therefore it seems natural to modify K ′

αα̇

by a coupling-dependent piece which accounts for this anomaly. It would be very interesting to
find out whether a ‘deformed’ Yangian symmetry is realised at loop level.

Assuming that the amplitudes at loop level have a ‘deformed’ Yangian symmetry one may hope
that perhaps the Yangian algebra implies some constraints on higher-point amplitudes. In par-
ticular it is not impossible that such constraints could help to fix the two-loop six-gluon MHV
amplitude, which at the moment is known in terms of rather complicated parametric integrals
only [26, 29, 28, 58].

On-shell scattering amplitudes and the spectrum of anomalous dimensions of gauge-invariant
operators in N = 4 SYM exhibit hidden symmetries. Given these findings it seems worthwhile
to look for new symmetries of other objects in N = 4 SYM as well. Indeed, a Yangian symmetry
could have easily been overlooked in previous studies since the higher-order Yangian generators
are intrinsically non-local. It would be wonderful if e.g. three- and four-point functions of gauge-
invariant composite operators were governed by a similar Yangian symmetry.
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all tree amplitudes have Yangian symmetry
J (1)
a Atree = 0
J (0)
a Atree = 0
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How to extract 
component amplitudes

• Grassmann delta functions
=>  extraction of components is simple linear algebra

• use N=4 SYM result to obtain gluon and fermion amplitudes of 
massless QCD

[Drummond, JMH, 2008]

[Dixon, JMH, Plefka, 
Schuster, 2010]

• reminder:
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How to extract gluon amplitudes

✔ reminder: superwavefunction

Φ(p, η) = G+(p) + ηAΓA(p) + . . . + 1/4!εABCDηAηBηCηDG−(p)

negative helicity gluon state at point i ⇐⇒ 1/4!εABCDηA
i ηB

i ηC
i ηD

i = (ηi)
4

positve helicity gluon state at point j ⇐⇒ ηA
j = 0

✔ gluon amplitudes correspond to (ηi)
4 components of the superamplitudes

example:
An = (η1)

4(η2)
4(η4)

4A(− − + − + . . . +) + . . .

equivalently,

A(− − + − + . . . +) =

Z

d4η1 d4η2 d4η4 An

✔ structure of An: product of Grassmann delta functions =⇒ Grassmann integrals can be evaluated

✔ for explicit examples see [Drummond and J.H. 2008]

✔ conclusion:
extracting gluon amplitudes from the superamplitudes = (simple) linear algebra
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d4η1 d4η2 d4η4 An

✔ structure of An: product of Grassmann delta functions =⇒ Grassmann integrals can be evaluated

✔ for explicit examples see [Drummond and J.H. 2008]

✔ conclusion:
extracting gluon amplitudes from the superamplitudes = (simple) linear algebra

• e.g. An = (⌘i)
4(⌘j)

4AMHV
n (i�, j�) + . . .

equivalently AMHV
n (i�, j�) =

Z
d4⌘i

Z
d4⌘j An

• similarly: up to (at least) 3 quark/antiquark pairs
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Numerical applications
• fast evaluation of tree amplitudes important
  in numerical implementation of generalized unitarity;
  and for real emission

• analytic NMHV formulas faster;
   NNMHV at large n Berends-Giele faster

[Badger, Biedermann, Hackl, Plefka, Schuster, Uwer, 2012]

[Bern, Diana, Dixon, Febres Cordero, Hoeche, Ita, Kosower, Maitre, Ozeren]

• analytic tree amplitudes derived from N=4 SYM 
are beingvused at one-loop in Blackhat

many existing programs: MadGraph, CompHEP, AMEGIC++, COMIX, 
ALPHA, HELAC, O`MEGA/WHIZARD, ....

based on Feynman diagrams, Berends-Giele (off-shell) recursions, ...

[Dixon, JMH, Plefka, 
Schuster, 2010]
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Extra slides
[Badger, Biedermann, Hackl, Plefka, Schuster, Uwer, 2012]

[GGT: Dixon, JMH, Plefka, Schuster, 2010]
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N gluon amplitudes

Figure 1: Average time required per phase space point for the evaluation of pure gluon
amplitudes as function of the parton multiplicity.

as possible we payed attention to the fact that the computer was used exclusively for the
performance measurements. Furthermore we used the POSIX function getrusage for the
measurement of the used cpu time, which is to some great extent context independent. The
function returns the time spent in user mode split into seconds and micro seconds. It is not
documented whether the underlying clock provides a real time accuracy at the level of micro
seconds. One can assume however that a precision at the level of milli seconds should be
feasible which is sufficient for our purpose using the procedure described in the following.

The key observation is that both the evaluation time of the analytical formulae and of the
Berends-Giele recusion depend on the positions of the fermions. In the case of the analytical
formulae we additionally have a dependence on the position of the negative helicity gluons.
Hence, we chose to average over all configurations to which the analytical formulae directly
apply without exploiting the cyclic symmetry of the amplitudes, e.g. all configurations with a
negative helicity gluon at position n for amplitudes with at least one gluon of negative helic-
ity. To obtain reproduceable results and to reduce the computational effort to a minimum we
took the following approach: Per measurement a minimum cpu time of at least one second is
required to obtain reliable results. Using empirical knowledge together with the known scal-
ing of the runtime as a function of the multiplicity we estimated the number of phase space
evaluations for each sub-process/multiplicity. We then generated one phase space point and

10
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Extra slides
[Badger, Biedermann, Hackl, Plefka, Schuster, Uwer, 2012]

5 10 15 20 25
multiplicity N

10-7

10-6

10-5

10-4

10-3

10-2

av
er

ag
e 

tim
e 

pe
r a

m
pl

itu
de

 [s
]

GGT: NMHV
GGT: NNMHV
BG

(N-6) gluon 6 quark amplitudes

Figure 4: Evaluation time per phase space point for amplitudes with three quark–anti-
quark pairs (different flavors) and N �6 gluons.

naive mass dimension:

An(p1, p2, . . . , pn) = xn�4An(xp1,xp2, . . . ,xpn). (22)

As was pointed out in [3] using a value for x which is not a power of 2 will lead to a differ-
ent mantissa in the floating point representation and thus to different numerics. The method
thus allows to assess the size of rounding errors. To estimate the numerical uncertainties we
have applied the scaling test for a large number of phase space points. As a measure for the
uncertainty we have evaluated for each phase space point the quantity d:

d = log10

✓
2
����
A1 �A2

A1 +A2

����

◆
, (23)

where A1 denotes the result of the amplitude evaluation for unscaled momenta while A2 is cal-
culated from Eq. (22). The quantity |d| gives a measure for the valid digits in the evaluation,
i.e. a value of |d|= 3 would mean that we expect ⇠ 3 digits to be correct. As an example we
show in Fig. 5 results for the 25 gluon amplitude. In case of the Berends-Giele recursion the
alternating helicity configuration +�+�+ . . . is evaluated. The remaining three histograms
show results using analytic formulae for MHV, NMHV, and NNMHV amplitudes. The phase
space points are generated using a sequential splitting algorithm as described in [18]. This al-
gorithm does not produce a flat distribution in phase space. In fact collinear configurations are
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Figure 2: Evaluation time per phase space point for amplitudes with a quark–anti-quark
pair and N �2 gluons.

In Fig. 2, Fig. 3 and Fig. 4 we show the results of a similar analysis, now for amplitudes
involving up to three quark–anti-quark pairs. Again the Berends-Giele recursion method is
presented only for a fixed number of negative helicity gluons since our implementation is
independent of the gluon helicities. However, to take into account that the runtime depends on
the position of the quarks in the primitive amplitude we took the same configuration average as
for the corresponding analytic formula of smallest MHV degree. Overall we observe a picture
similar to the pure gluon case: for MHV and NMHV amplitudes the analytic results are much
faster than the evaluation based on the Berends-Giele recursion. Comparing the performance
of the Berends-Giele recursion for 0, 2, 4, 6 quarks we find a decreasing dependence on the
parton multiplicity. This is simply due to the fact that for a fixed multiplicity the number of
currents which have to be evaluated decreases if more fermions are involved. Since the n4

asymptotic of the recursion is due to the four gluon vertex, we expect that the asymptotic
scaling will be approached from below. Indeed, for two, four, six quarks we get n3.96, n3.83,
n3.64 from the last five data points compared to n3.77, n3.43, n3.19 for up to n = 15 partons. The
timings of the analytical formulae show only a small dependence on the number of quarks.
As a consequence the Berends-Giele recursion is more efficient for the NNMHV amplitudes
involving quarks. In case of all MHV amplitudes it is remarkable that the analytic formulae
for MHV amplitudes show a very weak dependence on the parton multiplicity. The evaluation

12
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Extra slides
[Badger, Biedermann, Hackl, Plefka, Schuster, Uwer, 2012]
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Numerical precision of quark amplitudes

Figure 9: Average accuracy for amplitudes involving quarks. Phase-space generation
by sequential splitting.

we have analyzed two different approaches to evaluate tree amplitudes. We have compared the
numerical performance of a purely numerical approach based on the Berends-Giele recursion
with the numerical evaluation of analytic formulae. In detail we find that MHV and NMHV
amplitudes are most efficiently calculated using analytic formulae. For NNMHV amplitudes
and beyond we find the purely numerical approach more efficient. We have also investigated
the numerical accuracy. In general the numerical accuracy of the analytic formulae (evaluated
numerically) is superior compared to the purely numerical approach. However we find that
close to exceptional phase space configuration (soft/collinear configurations) analytic formu-
lae suffer also from rounding errors. In both approaches we find even for large multiplicities
an average accuracy of at least 9 digits—sufficient for phenomenological applications.
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A first look at loop integrals
and divergences

• ultraviolet (UV) divergences:
regularization (e.g. dimensional regularization); 
renormalization of parameters of Lagrangian

• well understood, renormalization group (RG), 
discussed in all textbooks

are there other types of divergences?
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• for massless quarks:                       extra divergence from 
collinear regions

J. M. Henn, IAS

Infrared divergences
• on-shell amplitudes can have soft/collinear divergences

• example: massive form factor
�⇤

sample integral:

p2 = q2 = �m2

k

p

q

logarithmic divergence for small k

D = 4� 2✏dimensional regulator:
Z ⇤

0
dr r�1�2✏ = � 1

2✏
⇤�2✏ ✏ < 0

I =

Z
dDk

k2[(k + p)2 +m2][(k + q)2 +m2]
=

Z
dDk

k2[k2 + 2k · p][k2 + 2k · q]

 ``soft region’’

or kµ ⇠ qµkµ ⇠ pµ
p2 = q2 = 0

I ⇠ �
1

✏2
+ . . .
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An IR/UV connection

�⇤
k

p

q
I =

Z
dDk

k2[(k + p)2 +m2][(k + q)2 +m2]
=

Z
dDk

k2[k2 + 2k · p][k2 + 2k · q]

• consider eikonal limit                ; formally we havekµ ! 0

I !
Z

dDk

k2[2k · p][2k · q]

• compute UV divergence:

cos� = p · q/
p
p2q2

integral is formally zero, UV and IR divergence cancellation
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p

above formula is momentum space version of Wilson loop integral!

[Korchemksy, Radyushkin, 1986; 1992]
IR divergences of massive scattering governed by cusp 
anomalous dimension

hW i ⇠ 1

✏UV
�cusp(�)

I ⇠ 1

✏
� cot�
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Comments on loop integrals & IR divergences

• issue clearest in N=4 super Yang-Mills: UV finite theory

or: what is a good basis for loop integral basis?

• at two loops: integrals with irreducible numerators; good choice?

Key lesson: use numerators that soften IR divergences
example:

=

Figure 3: Example of identity (3.25) when used to expand I6;2;9 in terms of our preferred basis. We
do note display the (loop-momentum independent) prefactors and normalisations of the integrals.

Here
(35)AB = (234 · )A( · 456)B − (A,B) . (3.26)

By projecting with different twistors we can solve for the coefficients. We obtain

b23 =
(1245)

(2345)
, b34 =

(6245)(5312)

(6345)(2345)
, b45 = −

(6235)(1234)

(6345)(2345)
,

b56 = −
(1234)

(6345)
, b35 =

(6245)(1234)

(4635)(2345)
, b35 =

(1235)

(6345)(2345)
. (3.27)

Thus we have expressed the pentabox integral I in terms of double box integrals and
pentabox integrals with the preferred numerators (AB35) and (AB35), up to +O(m2)
terms that arise due to the difference between 〈. . .〉 and (. . .). Moreover it turns out that
the integral with (AB35) in the numerator is equivalent, again to O(m2), to the (AB35)
integral. The resulting identity is schematically shown in Figure 3.

One can use (3.25) and (3.27) and their reflected versions and similar identities obtained
upon rotation to expand any unpleasant numerator. For example if we consider the double
pentagon integral with numerator 〈AB12〉〈CD34〉 (with AB and CD representing the loop
integration variables) we can expand it by using (3.25) for the first factor and the similar
identity obtained by reflection and rotation for the second factor. The above are examples
of a completely general identity which can be used for any such integral. It can be found
in the Appendix, and can be used to simplify any of the pentaboxes or double pentagons
appearing in any two-loop amplitude.

There is another type of term in the two-loop amplitudes that we would like to remove,
namely the “kissing box” topology, which are a product of two one-loop box integrals, see
I6;2;1 in figure 2. Of course these are analytically quite simple, but we observe that they
come with certain prefactors such that they contain rational factors, a feature which we
would like to eliminate. We can rewrite those integrals as a double-pentagon integral by
multiplying their integrand with 1 = (ABCD)/(ABCD), and use the following identity to
decompose the (ABCD) in the numerator:

(ikAB)(jlCD) + (jlAB)(ikCD) = (ijAB)(klCD) + (klAB)(ijCD)

−(jkAB)(liCD)− (liAB)(jkCD)− (ijkl)(ABCD) . (3.28)

10

[Arkani-Hamed, Bourjaily, Cachazo, Caron-Huot, Trnka , 2010]

[Drummond, JMH , 2010]: useful for analytic 
evaluation of 6-point MHV amplitude

x1
x2

x3
x4

x6
numerator:

xij = xi � xj

integration points: xa , xb

vanishes in 
collinear regions!

⇠ tr(x12x̃2bxb3x̃34x46x̃61)

xb = zx1 + (1� z)x2

xb = zx3 + (1� z)x4

useful variables: momentum twistors [Hodges , 2010]

Integral is finite!
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Simple representation of loop integrands
6.1 All 2-loop MHV Amplitudes

The two-loop amplitude for 4- and 5-particles is given by, respectively,

1

23

4

+ cyclic
(no repeat)

h2341ih3412ih4123i

(46)

and

1

23

4
5

+

1

2

3
4

5

+ cyclic
(no repeat)

h2345ih5123ih3412i h3451ih4513i
⇥hAB|(512)T(234)i

(47)

while the 6-particle amplitude is

1

23

4 65

+

6

2

1

3
4

5

+

6

1

2
3

4 5

+

6

1

2
34

5

h2345ih6123ih3412i h3456ih4563i
⇥hAB|(561)T (234)i

h2345ih3462i
⇥hAB|(561)T (123)i

h3456ih4562i
⇥hAB|(561)T (123)i

+

1

2
3

4

5
6

+

6

1

23

4

5

+ cyclic
(no repeat)

h3456ih6123ih4512i h6235i
⇥hAB|(234)T (456)i
⇥hCD|(561)T (123)i

(48)

To be completely explicit, we have written the numerator factors accompanying each given term
under its corresponding picture.

What about higher-points? The parity-even part of the integrand has been computed in [54],
though the expressions are lengthy and do not expose a discernable pattern. However, looking

26

[Arkani-Hamed, Bourjaily, Cachazo, Caron-Huot, Trnka , 2010]

[Drummond, JMH, 2010]

soft limits manifest:

A2�loop
MHV =

1

2

X

i<j<k<l<i

k

li

j

(1.1)

This result was already presented (albeit in a slightly more clumsy form) in [1]. We
will describe these objects in much more detail in the body of the paper; here, it
su�ces to say that these are simple double-pentagon integrals with a special tensor-
numerator structure which is indicated by the wavy lines, and that the notation
‘i<j < · · ·<k<i’ in the summand should be understood as the sum of all cyclically-
ordered sets of labels i, j, . . . , k for each i 2 {1, . . . , n}.

All 2-loop NMHV amplitudes are also associated with similar integrands; indeed,
the n-point NMHV scattering amplitude’s integrand is simply given by,

A2�loop
NMHV =

X

i<j<l<mk<i

i<j<k<l<mi

il<mj<k<i

l

m
k

i

j

AB

⇥ [i, j, j + 1, k, k + 1]

+
1

2

X

i<j<k<l<i

k

li

j

⇥
(Atree

NMHV(j, . . . , k; l, . . . , i)
+Atree

NMHV(i, . . . , j)
+Atree

NMHV(k, . . . , l)

)

(1.2)

Here, [i j k l m] denotes the familiar dual-superconformal invariant of five particles,

[i j k l m] ⌘ �

0|4 (hj k l mi⌘
i

+ hk l m ii⌘
j

+ hl m i ji⌘
k

+ hm i j ki⌘
l

+ hi j k li⌘
m

)

hi j k lihj k l mihk l m iihl m i jihm i j ki .

(1.3)
This result dramatically simplifies the way this result was presented in [1] for the 6-
and 7-particle 2-loop NMHV integrands.

Finally, all 3-loop MHV amplitude integrands are given by a sum over the same
types of objects,

– 3 –

integrals satisfy 2nd-order 
differential equations!

[Drummond, JMH, Trnka, 2010]
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Non-trivial two-loop examples
• seven-point penta-box integral

computed analytically using differential equations
in terms of 2d harmonic polylogarithms [Drummond, JMH, Trnka, 2010]

• six-point double pentagon integrals
also known analytically ; most difficult piece of 
2-loop MHV and NMHV amplitudes in N=4 super Yang-Mills

[Dixon, Drummond, JMH, 2011]

2

3 4

5

61

2

3
4

6
1

( )(2) y  ,y  ,y  u v w

2

3 4

5

61

(−1)

− ~0  limitp5( )(2) y  ,y  ,y  u v w

Figure 4: The integrals Ω(2) and −Ω̃(2) have the same soft limit p5 → 0 at the integrand
level. This property allows us to formulate the boundary condition (E.14).

with r(w) defined in eq. (4.24), and where the beyond-the-symbol ambiguity for a function
symmetric in u and v is given by

Y B(u, v, w) =ζ2
[

c1(Li2(1− u) + Li2(1− v)) + c2 Li2(1− w) + c3
(

log2 u+ log2 v
)

+ c4 log
2w + c5 log u log v + c6 log(uv) logw

]

+ ζ3
[

c7 log(uv) + c8 logw
]

+ c9 ζ4 . (E.10)

We can ask how many of the ci can be determined by the differential equation (E.2). Using
the variables from appendix F it is not hard to verify that the only functions appearing
in Y B(u, v, w) that are annihilated by the differential operator are ζ4 and ζ3 log(w/(uv)).
Therefore, 7 out of the 9 coefficients ci can be determined by plugging eq. (E.7) back into
eq. (E.2).

Indeed, using the parametric integrals derived in the main text for Ω(2) and Ṽ , we can
easily verify the differential equation (E.2) numerically. We find

c1 = 1 , c2 = −2 , c3 = 3/2 , c4 = −1 , c5 = 0 , c6 = 0 , c7 = 2− c8 . (E.11)

We will fix the remaining two free parameters c8 and c9 from boundary conditions that we
discuss presently.

Boundary conditions for Ω̃(2)

Let us discuss appropriate boundary conditions for Ω̃(2). Here we can use our previous
experience with the integral Ω(2), which at the integrand level differs from Ω̃(2) only by the
numerator in one of the pentagon subintegrals. In fact, the numerators of the two integrals
are given by

N(Ω̃(2)) = (4612)(2346)(AB13)(CD(561)∩ (345)) , (E.12)

N(Ω(2)) = (2345)(5612)(3461)(AB13)(CD46) . (E.13)

Previously it was observed that the integrands of these two integrals reduce to the integrand
of a penta-box integral in the soft limit p5 → 0, or equivalently Z5 → αZ4 + βZ6, as shown
in fig. 4 [20]. Unfortunately, the penta-box integral is infrared divergent, so that the limit
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Figure 4: The integrals Ω(2) and −Ω̃(2) have the same soft limit p5 → 0 at the integrand
level. This property allows us to formulate the boundary condition (E.14).
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(

log2 u+ log2 v
)

+ c4 log
2w + c5 log u log v + c6 log(uv) logw
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+ ζ3
[

c7 log(uv) + c8 logw
]

+ c9 ζ4 . (E.10)
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Integrals finite, AND (relatively) easy to evaluate!
I6;2;1 I6;2;5 I6;2;9 I6;2;12

Figure 2: Representative integrals appearing in two-loop MHV amplitudes. In the pictures the
specific choice n = 6 was made. The dashed lines stand for numerator factors that depend on the
loop momentum.

3 New representations of loop integrands

In the previous sections we reviewed how momentum twistors and a massive infrared reg-
ulator can be used to discuss planar loop integrals. We also showed that certain non-local
twistor numerators can easily be treated in an approach using Feynman parameters. We
will now explain how to use these non-standard numerators in order to derive simpler ex-
pressions for the integrand of multi-loop and multi-leg amplitudes.

As a case in point we are going to discuss the two-loop six-point MHV amplitude. The
form of the two-loop six-point MHV amplitude given by Bern et al [8] and transposed to
the massive regularisation is

M (2)
6 =

1

16

∑

12 perms/flips

13
∑

i=1

ci I6;2;i +O(m2) , (3.23)

with the integrals I6;2;i correspond to the I(i) of [8], except that we include a normalisa-
tion factor in order to make them dimensionless, and the coefficients ci, given in [8], are
modified accordingly. 3 The integrals appearing in (3.23) are of the double box, pentabox
and double pentagon type, representatives of which are shown in Figure 2. The latter two
involve certain numerator factors that depend on the loop momentum. Since they are more
complicated than the double box integrals, we wish to eliminate them in favour of simpler
integrals. We will now explain how this can be done quite generally.

Consider for example the following six-point pentabox integral,

I6;2;9 ∝

∫

dZABdZCD〈AB12〉

〈AB23〉〈AB34〉〈AB45〉〈AB56〉(ABCD)〈CD56〉〈CD12〉〈CD23〉
, (3.24)

which is shown in Fig. 2. We would like to exchange the numerator 〈AB12〉 for terms
which either cancel a propagator or give a preferred ‘non-local’ type numerator of the form
(AB35) or (AB35). We can do this by writing

(12) = b23(23) + b34(34) + b45(45) + b56(56) + b35(35) + b35(35) . (3.25)

3In [8] there are also two further integrals depending explicitly on µ, the (−2ε)-dimensional component(s)
of the loop momenta in dimensional regularisation. It has been observed that these terms cancel to O(ε) in
the logM6 to the two-loop level, which suggests that analogous terms, if present in the mass regularisation,
should be O(m2) [16].
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most difficult integral in 
conventional representation:

not needed!
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End of lecture 2

Thank you!

Thursday, July 26, 12


