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Abstract. The probability P (c → D∗+) that a charm quark fragments into a D∗+ meson and the c → l+

semileptonic branching fraction were measured in Z0 decay into cc̄ events.
From the analysis of 3.5 Million Z0 events collected from 1992 to 1995, a sample of charm meson

decays with 81% cc̄ purity was selected. The product of the c → D∗+ fragmentation probability times the
D∗+ → D0π+ branching fraction was measured to be:

P (c → D∗+) · BR(D∗+ → D0π+) = 0.174 ± 0.010(stat) ± 0.004(syst) .

Using the world averaged value for BR(D∗+ → D0π+), the fragmentation probability is inferred:

P (c → D∗+) = 0.255 ± 0.015(stat) ± 0.006(syst) ± 0.005(syst.BR) .

From the same sample, 1828 ± 51 identified leptons in the opposite hemisphere were selected. From this
sample, the charm semileptonic branching fraction was measured to be:

BR(c → l+) = 0.0958 ± 0.0042(stat) ± 0.0028(syst) .
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1 Introduction

The measurement of the probability P (c → D∗+) for a
charm quark produced in Z0 decays to fragment into a
D∗+ meson is of great interest, since it is an important
quantity for the determination of the charm partial de-
cay width of the Z0 boson, Rc = Γc/Γh. The quantity
P (c → D∗+) is usually left free to vary in the fits used
to determine the heavy flavour electroweak parameters,
since its measured value at low energy [1] could not be
necessarily the correct one for the fragmentation process
at the Z0 energy scale.

The charm semileptonic branching fraction was mea-
sured with a rather large error in low energy experiments
[2], and could also have a different value at LEP energies.
Its uncertainty is an important source of systematic er-
ror for the Rb measurement using b semileptonic decays
[3] and, to a lesser extent, for the study of B0 oscillation
based on the lepton-jet charge correlation [4].

In this paper a double tagging method is presented,
based on the exclusive reconstruction of a D∗+ or a D0

or D+ meson1 correlated with a low momentum oppo-
sitely charged pion in the hemisphere opposite to the re-
constructed charm meson. This method, pioneered by the
OPAL experiment [5] and also used in ALEPH [6], sub-
stantially reduces the non-charm background, although at
the price of a large reduction of the available statistics.
The same D∗+ and D meson samples were used to deter-
mine the charm semileptonic branching fraction, by mea-
suring the yield of leptons in the hemisphere opposite to
the D meson.

Section 2 gives a short description of the DELPHI de-
tector and its features relevant to the present analysis,
and briefly describes the selection of Z0 hadronic decays.
The reconstruction of exclusive D∗+ and D meson decays
is reported in Sect. 3, while Sect. 4 deals with the deter-
mination of the fragmentation probability P (c → D∗+).
Finally, in Sect. 5 the analysis for the c → l+ semileptonic
branching fraction measurement is reported.

1 Charged conjugate states are always implied throughout
this paper



212 The DELPHI Collaboration: Determination of P (c → D∗+) and BR(c → l+) at LEP 1

2 The DELPHI detector
and hadronic selection

The DELPHI detector has been described in detail else-
where [7,8]. Both charged particle tracking through the
uniform axial field, and kaon and lepton identification
were important in this analysis. The detector elements
used for tracking were the Vertex Detector (VD), the In-
ner Detector (ID), the Time Projection Chamber (TPC),
the Outer Detector (OD) and the Forward Chambers in
the endcap regions. The other important detectors were
the Ring Imaging Cherenkov detector (RICH) for hadron
identification, the barrel electromagnetic calorimeter
(HPC) and the muon chambers for lepton identification.
The ionization loss measurements in the TPC were also
used for particle identification.

The VD, consisting of 3 cylindrical layers of silicon
detectors (radii 6, 8 and 11 cm), provided up to 3 hits
per track (or more in small overlapping regions) in the
plane transverse to the beam direction (rφ plane) for polar
angles 43◦ < θ < 137◦. The intrinsic precision of the VD
points was 7.6 µm. For the 1994 and 1995 data taking,
a double sided silicon detector was installed, providing
2 measured points per track in the plane containing the
beam direction (rz plane). The precision on the impact
parameter with respect to the primary vertex of a track
having hits associated in the VD was 20 µm in the rφ
plane and 34 µm in the rz plane, measured in Z0 dimuon
events [8].

Charged particle tracks were reconstructed with a mo-
mentum resolution σ(1/p) = 0.57×10−3 (GeV/c)−1, mea-
sured in Z0 dimuon events [8]. The primary vertex of the
e+e− interaction was reconstructed on an event-by-event
basis using a beam spot constraint. The position of the pri-
mary vertex could be determined in this way to a precision
of about 22 µm (35 µm in bb̄ events) along the beam di-
rection and 10 µm in the plane transverse to this direction
[8]. Secondary vertices from beauty and charm hadron de-
cays were reconstructed with a precision of about 300 µm
along the flight direction of the decaying particle.

Hadron identification relied on the specific ionization
measurement, dE/dx, performed by the TPC and on the
RICH detector. The dE/dx measurement had a preci-
sion of 7.4% in the momentum range from 1 GeV/c to
25 GeV/c [8]. The RICH detector consisted of a liquid
radiator which provided p/K/π separation in the momen-
tum region lower than 8 GeV/c, and a gas radiator which
was used for proton rejection in the region between 8 and
16 GeV/c and which separated kaons from pions for mo-
menta less than 20 GeV/c.

The barrel electromagnetic calorimeter (HPC), cov-
ered the polar angle region 46◦ < θ < 134◦, and de-
tected electrons with an energy precision σE/E = 0.043⊕
0.32/

√
E (GeV) [8]. Two planes of muon chambers cov-

ered the polar angle region 20◦ < θ < 160◦, except for a
region of ±1.5◦ around θ = 90◦ and two regions of ±3◦
around θ = 42◦ and θ = 138◦. The first layer was inside
the return yoke of the magnet, after 90 cm of iron, while

the second was mounted outside the yoke, behind a further
20 cm of iron.

Hadronic events from Z0 decays were selected by re-
quiring a charged particle multiplicity greater than 4 and
a total reconstructed energy greater than 0.12 of the cen-
ter of mass energy; charged particles were required to have
a momentum greater than 0.4 GeV/c and a polar angle
between 20◦ and 160◦. The overall trigger and selection ef-
ficiency was 0.957±0.010 [8]. The total number of hadronic
events selected was 3472164.

About 6.5 Million of Z0 hadronic decays were gener-
ated with the PYTHIA event generator and the JETSET
Parton Shower program for the quark fragmentation [9].
The full simulation of the detector response was performed
using the DELPHI simulation program [8].

3 Exclusive D∗+, D0 and D+ selection

Reconstructed D mesons with large energy were used as
a signature for cc̄ events and were identified through their
decay products, as described in [10]. The D mesons were
reconstructed in seven different decay modes. Charged
D∗+ mesons were reconstructed through their D∗+ →
D0π+ decay with the D0 meson fully reconstructed in the
channels D0 → K−π+, K−π+π+π−, K−π+π0 or partially
reconstructed using the decay channels D0 → K−l+νX
and D0 → K−π+(π0), with the π0 undetected. D0 mesons,
not coming from a D∗+ decay, were also reconstructed in
the exclusive D0 → K−π+ decay channel, and D+ mesons
were reconstructed in the D+ → K−π+π+ mode. In the
following a brief description of the selection criteria for the
D candidates (D = D∗+, D0, D+) is given. More details
can be found in [10].

For all decay modes the selection of candidates was
performed in a similar way. A number of charged parti-
cles corresponding to the multiplicity of the specific D0/+

decay mode with momentum larger than 1 GeV/c were
combined, requiring the total charge to be zero in case of
the D0 and one in case of the D+ decay. The invariant
mass mD of the D0/+ candidate was calculated, assuming
one of the particles to be a kaon and the others pions. In
addition the kaon momentum had to exceed 2 GeV/c for
the D+ decay, the leptonic modes and the decays with π0

reconstruction. A D∗+ candidate was obtained by asso-
ciating a pion, with momentum between 0.4 GeV/c and
3.5 GeV/c, to the reconstructed D0 meson. The charge of
the pion was required to be opposite to that of the kaon
from the D0 decay.

For the semileptonic decay modes D0 → K−e+ν and
D0 → K−µ+ν, the lepton was required to be identified,
using standard DELPHI identification criteria [8]. For the
reconstruction of π0 → γγ decays, three different classes
of neutral electromagnetic showers candidates measured
in the HPC were used [8], and π0 were reconstructed as
described in [10]. The particle identification provided by
the RICH and the specific energy loss dE/dx measure-
ment in the TPC were used to reduce the combinatorial
background as detailed in [10].
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Fig. 1a–d. ∆M = M(D0π) − M(D0) mass difference distri-
bution for the D∗ candidate decays in the different D0 de-
cay channels. D0π+ combinations in the data are shown by
dots. The empty histograms show the D∗ signal predicted by
the simulation and the dashed-line histograms represent the
contribution from reflections from different D0 decay chan-
nels. The light grey histograms show the simulation predic-
tion for the background contribution; the dark grey histograms
show the contribution for reconstructed pions from genuine
D∗+ → D0π+ decays accompanied by the reconstruction of a
fake D0 candidate

For all decay modes a secondary vertex fit for the D0/+

was performed and the D0/+ flight distance and improved
track parameters were obtained. All tracks associated to
a D were required to have at least one hit in the vertex
detector. A further reduction of background for the D+

was achieved by rejecting track combinations with a vertex
χ2 probability less than 0.001. The slow pion from the
D∗+ decay was constrained to the D0 vertex, which was
a good approximation for the D∗+ decay vertex because
of the small transverse momentum of the slow pion with
respect to the direction of flight of the D0.

To achieve a further significant reduction of the com-
binatorial background, two other quantities were consid-
ered: the angle of the sphericity axis, computed using the
D0/+ decay particles, in the D0/+ rest frame with respect
to the D0/+ direction of flight and the projection of the
D0/+ decay length on the rφ plane. Cuts on these quan-
tities depending on the scaled energy of the D meson,
XE(D) = E(D)/Ebeam, were applied as detailed in [10].

Finally, D mesons originating from B decays in bb̄
events were rejected by using a combined b-tagging
method [11] which took into account the long lifetime and
the large mass of B hadrons, their higher decay multiplic-
ity and their large XE(B). A single discriminating variable
was defined [11], leading to a high b-tagging efficiency to-

Fig. 2. a ∆M = M(D0π) − M(D0) mass difference distri-
bution for the D0 → K−π+π0 decay mode; b,c K−π+ and
K−π+π+ invariant mass distributions for D0 (not coming from
a reconstructed D∗+) and D+ decay candidates, respectively.
Symbols are as in Fig. 1. For the D0, the dark grey histogram
shows the contribution from genuine decays with the wrong
mass assignment

gether with a good separation power of the tag. The cut
values on this variable were adjusted in the simulation for
the different years of data taking and for each decay mode,
in order to keep the average fraction fc of D signal about
constant.

The distributions of the mass difference ∆M =
M(D0π+) − M(D0), for the selected D∗+ → D0π+ can-
didates in the five D0 decay modes considered, are shown
in Figs. 1a–d and 2a for real (dots) and simulated data
(histograms). The K−π+ invariant mass distribution for
D0 → K−π+ decay candidates, not belonging to the re-
constructed D∗+ samples, and the K−π+π+ invariant
mass distribution of D+ candidates are shown in Figs. 2b,c.
For the D+ candidates, the minimum of the two possible
combinations MD+ − MK−π+ , computed using the D+

decay product candidates, was required to be larger than
200 MeV/c. In each figure, the light grey area shows the
simulated combinatorial background; the black area is the
contribution predicted for genuine D∗+ → π+X followed
by the reconstruction of a fake D0 meson candidate and
the dashed-line histogram is the contribution from reflec-
tions of different D meson decay channels.

To evaluate the yield of the D meson signals, the dis-
tribution of the combinatorial background obtained after
normalization in the simulated data, shown by the light
grey areas in Figs. 1 and 2, was subtracted from the data.
The normalization factor was computed by normalizing
the total distributions predicted by the simulation (i.e.
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Table 1. Definition of the signal mass range for D meson candidates and number, ND, of D decays in
the selected samples. The corresponding fractions fc of the D signal coming from cc̄ events predicted by
the simulation are also reported. Only statistical errors are quoted

D meson decay channel M(D) (GeV/c2) ∆M (GeV/c2) ND fc

D∗+ → D0π+ D0 → K−π+ 1.790-1.940 0.1435-0.1480 3079 ± 65 0.839 ± 0.013
” D0 → K−π+X 1.350-1.750 0.1400-0.1550 4920 ± 113 0.837 ± 0.009
” D0 → K−l+νX 0.750-1.750 0.1380-0.1750 1929 ± 63 0.858 ± 0.014
” D0 → K−π+π+π− 1.845-1.900 0.1435-0.1480 4355 ± 92 0.769 ± 0.010
” D0 → K−π+π0 1.740-1.980 0.1380-0.1520 4070 ± 88 0.761 ± 0.011

D0 D0 → K−π+ 1.820-1.920 > 0.150 1485 ± 65 0.749 ± 0.020
D+ D+ → K−π+π+ 1.820-1.920 > 0.200 2060 ± 72 0.872 ± 0.015

All 21898 ± 216 0.809 ± 0.005

the sum of the light grey, dark grey and blank areas in
Figs. 1 and 2) to the real data distributions in the mass
range outside the D meson signals. The resulting num-
bers of reconstructed charm mesons are reported in Ta-
ble 1, together with the mass ranges (referred as signal
mass range in the following) considered in each channel.
The total number of reconstructed D mesons was:

ND = 21898 ± 216 .

The fractions fc of charm mesons expected to come
from cc̄ events, also reported in Table 1, were computed for
each D meson sample from simulated events, weighted to
reproduce the measured values of the quantities Rb ·P (b →
D), Rc · P (c → D) [12]. The simulation also predicted
that (0.7 ± 0.2)% of the reconstructed D mesons origi-
nated from the gluon splitting process g → cc̄ occurring
in Z0 → qq̄ (q = u, d, s) decays. The systematic error on
the determination of P (c → D∗+) and BR(c → l+) due to
the uncertainty on the charm and beauty relative produc-
tions and decay properties and on the gluon splitting will
be detailed later in Tables 4 and 9, respectively. The same
reconstruction and selection procedure applied to the sim-
ulated sample of 6.5 Million hadronic Z0 decays lead to a
total number of ND = 40186 reconstructed D mesons.

4 Measurement of P (c → D∗+)

4.1 Slow π selection

To search for a slow pion originating from the decay of a
D∗ in the event, named π∗ in the following, the event was
divided in two hemispheres defined by the plane perpen-
dicular to the momentum of the reconstructed D meson.
The search was performed using all the charged particles
with momenta between 1.0 and 3.5 GeV/c in the hemi-
sphere opposite to the reconstructed D candidate, when
its invariant mass combination and invariant mass differ-
ence were in the signal mass range defined in Table 1.

Jets in the event were defined by the LUCLUS algo-
rithm [9] with default parameters. The direction of the jet
to which the candidate π∗ belongs was defined excluding

Fig. 3a,b. p2
T distribution for pions with momenta between 1.0

and 3.5 GeV/c in the hemisphere opposite to the reconstructed
D meson candidate in a real and b simulated data samples;
dots (histogram) show the distribution for pions in the signal
(background) sample

the π∗ from the jet and following a “modified jet algo-
rithm” based on the iterative procedure described below,
used to reject fragmentation particles from the primary
vertex:

– for each charged particle in the jet, the rapidity y rel-
ative to the jet axis was computed;

– if the particle with the lowest rapidity had a value y
less than 2.5, it was excluded from the jet and a new
jet axis was computed;

– the computation was iterated until all the particles in
the jet had values y larger than 2.5; at least two re-
maining charged particles in the jet were required;

– if less than two charged particles were left by the above
procedure, the direction of the jet defined by the LU-
CLUS algorithm was kept.
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Fig. 4. p2
T distribution in real data for

pions in the two samples contributing
to the background (see text), normal-
ized in the region p2

T > 0.1 (GeV/c)2.
The dark grey histogram shows the
simulation prediction for π∗ in the
hemisphere opposite to a reconstructed
D candidate of the same sign charge
(see text for definition); the light grey
histogram shows the contribution from
π∗ opposite to genuine D mesons in the
side-band, opposite sign, sample. The
inset shows the ratio between the two
background distributions after correc-
tion for π∗ signal from simulation

In the simulation, the failure of the “modified jet al-
gorithm” was mainly due to charm topologies with few
charged particles in the final states (e.g. D∗+ → D0π+,
D0 → all neutrals). This resulted in a worse resolution
on the direction of the original D∗+ in about 8% of the
cases. The algorithm, when applied to jets containing re-
constructed D mesons, had the same efficiency in real and
simulated data.

The transverse momentum pT of the pion candidate
was computed with respect to this jet direction. This jet
axis definition had the smallest pT value for genuine π∗ in
the simulation, with an average value 〈pT (π∗)〉 = 65 MeV/
c in generated cc̄ events. The resulting p2

T distribution is
shown in Fig. 3a for pion candidates with a charge oppo-
site (dots) to that of the reconstructed D meson in the
other hemisphere2, referred as signal sample in the follow-
ing, and for the particles of the background sample defined
below (histogram). Figure 3b shows the corresponding dis-
tributions obtained in simulated data. The p2

T distribution
for π∗ from D∗ decays predicted by the simulation in the
signal sample is shown by the light grey histogram; the
dark grey area shows the component of this signal due to
π∗ opposite to reconstructed fake D meson candidates.

The background distribution, normalized to the sig-
nal for p2

T > 0.1 (GeV/c)2, was the average distribution

2 In the case of the D0 meson, the charge of the c-quark, as-
sumed to be of opposite sign to the charge of the reconstructed
kaon, was considered

obtained from two samples: the particles with the same
charge as the reconstructed D meson in the other hemi-
sphere (both in the signal mass range and in the side-band
region defined in Table 2) and the particles with a charge
opposite to that of the side-band candidate in the other
hemisphere. Figure 4 shows the p2

T distribution of these
two samples in real data, normalized above 0.1 (GeV/c)2.
Before averaging these distributions, small corrections had
to be applied to take into account the following effects:

– the small difference between the signal sample and
background sample of the same charge for the number
of genuine π∗ opposite to fake reconstructed D meson
candidates (see the light grey areas in Figs. 1 and 2).
This π∗ signal yield is shown by the dark grey area
in Fig. 4 after normalization to the number of oppo-
site D candidates in the considered mass regions. Ac-
cording to the simulation, this number of π∗ was the
same in the two samples for all channels, except the
D0 → KlνX channel. In this particular decay mode,
the signal was about a factor two larger in the sig-
nal sample than in the background sample, due to the
fact that the lepton charge correctly tagged the charm
content in the fake D meson hemisphere;

– the presence of genuine π∗ opposite to genuine recon-
structed D mesons (genuine D∗+ accompanying either
fake D0 or reflections from other D0 decays ) in the
opposite sign side-band background sample. This con-
tribution, shown by the light grey histogram in Fig. 4,
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Table 2. Definition of the side-band region for D meson candidates

D meson decay channel M(D) (GeV/c2) ∆M (GeV/c2)

D∗+ → D0π+ D0 → K−π+ 1.790-1.940 0.150-0.160
” D0 → K−π+X 1.350-1.750 0.162-0.175
” D0 → K−l+νX 0.750-1.750 0.190-0.230
” D0 → K−π+π+π− 1.845-1.900 0.150-0.160
” D0 → K−π+π0 1.740-1.980 0.155-0.165

D0 D0 → K−π+ 1.950-2.200 > 0.150
D+ D+ → K−π+π+ 1.950-2.050 > 0.200

was subtracted from the p2
T distribution in the corre-

sponding real data background sample.

The ratio between the p2
T distributions of the two back-

ground samples after the correction applied is shown by
the inset in Fig. 4.

The shape of the p2
T distribution of the π∗ signal was

studied in the data and in the simulation using the pi-
ons from the fully reconstructed D∗ decays, referred as
exclusive D∗ sample in the following. The same algorithm
used to define the direction of the jet to which the π∗ be-
longs was applied to the jet containing the reconstructed
D∗. The resulting p2

T distributions of the pion from the
reconstructed D∗+ candidate are shown in Figs. 5a,b for
real and simulated data, respectively. These distributions
were fitted in the range p2

T < 0.1 (GeV/c)2 using a signal
function defined by the sum of two exponential functions
with slopes pT1, pT2 and relative fractions f1 and (1−f1),
respectively. The results of the fit are shown in the first
two columns of Table 3. In the simulation, the same fit
was also performed to the sample of π∗ in the hemisphere
opposite to the reconstructed D mesons (the light grey
histogram in Fig. 3b), referred as inclusive D∗ sample.
The result is reported in the third column of Table 3. The
values obtained were different from those from the fit to
the exclusive sample: the p2

T distribution of the π∗ origi-
nating from a D∗ not fully reconstructed was predicted by
the simulation to be broader, since the jet direction was
better defined when the D0 was fully reconstructed in the
detector. This difference in shape between the inclusive
and exclusive samples predicted by the simulation was
used to correct the signal shape in the fit to the real data
distribution described below.

As shown in Fig. 3, a clear excess of π∗ in the re-
gion p2

T < 0.1 (GeV/c)2 is present in the signal sample
distribution with respect to the background sample one.
The difference between the distributions of the two sam-
ples is shown in Figs. 6a,b for real and simulated data
respectively. This distribution was fitted using the dou-
ble exponential function representing the π∗ signal shape,
added to a linear function parameterizing the behaviour
of the residual background after subtraction. The fit had
three free parameters: the π∗ signal yield Nπ∗ and the two
parameters for the linear background function. The two
exponential slopes and the fraction f1 were fixed to the
values obtained from the fit to the exclusive D∗ sample
in the real data, scaled by the ratios of the correspond-

Fig. 5. a p2
T distribution for pions from fully reconstructed

D∗+ in the signal mass range for real data. The curve shows
the result of the three parameters fit described in the text;
b same as in a, for simulated data

ing values obtained in the simulation for the inclusive and
exclusive D∗ samples.

The result of the fit, shown by the curve in Fig. 6a,
was: Nπ∗ = 2371± 137(stat). The systematic error on the
fit result due to the uncertainty on the signal shape was
determined by varying the quantities pT1, pT2 and f1 in
the signal function parameterization within their quoted
errors, taking into account their correlation matrix result-
ing from the fit to the inclusive sample. The final result
was then:

Nπ∗ = 2371 ± 137(stat) ± 27(signal shape).

This result was used for the determination of P (c → D∗+)
described in the next section. A four parameter fit to the
data, performed leaving free the relative fraction between
the two exponential slopes in the signal parameterization,
gave the result: Nπ∗ = 2086 ± 218 and f1 = 0.84 ± 0.13,
in agreement with the result reported above. The same
procedure was applied to the background subtracted dis-
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Table 3. Results of the fit to the p2
T distributions from the different signal D∗+

samples described in the text

fit parameter exclusive D∗ (data) exclusive D∗ (MC) inclusive D∗ (MC)

pT1 (GeV/c)2 −0.0034 ± 0.0001 −0.0038 ± 0.0001 −0.0045 ± 0.0003
pT2 (GeV/c)2 −0.0118 ± 0.0005 −0.0165 ± 0.0005 −0.0181 ± 0.0014

f1 0.713 ± 0.009 0.725 ± 0.007 0.671 ± 0.019

Fig. 6a,b. Difference between the p2
T distributions in the sig-

nal sample and in the background sample for a real and b sim-
ulated data samples. The curves show the result of the fit de-
scribed in the text

tribution in simulated data, using the values obtained in
the inclusive D∗ sample for the parameters describing the
signal shape. The result of the fit, shown by the curve in
Fig. 6b, was Nπ∗ = 3740 ± 185(stat) ± 57(signal shape),
in agreement with the known number Nπ∗

true
= 4015 of π∗

opposite to genuine D mesons.

4.2 Determination of P (c → D∗+)

The fragmentation probability P (c → D∗+) can be deter-
mined from the ratio of the number of events with two
D/D∗ decays, Nπ∗ , divided by the number of events with
a single reconstructed D, ND, according to the following
equation:

Nπ∗

ND
=

[
fc · P (c → D∗+)εc

πhc + (1 − fc)

·P (b → D∗+)εb
πhb · Cb + ng→cc̄Pg(c → D∗+)εg

π

]

·gc · BR(D∗+ → D0π+) (1)

where fc and (1−fc) are the fractions of D mesons from cc̄
and bb̄ events in the selected sample, respectively, and εq

π

(q = b, c) is the reconstruction efficiency for the pion from
the D∗ decay in qq̄ events. The quantities hq (q = b, c)
are small corrections to account for the probability that,
due to gluon radiation, the two primordial heavy par-
tons hadronize in the same hemisphere. Their values were
assumed from the simulation: hc = 0.997 ± 0.001 and
hb = 0.995 ± 0.001. The fragmentation probability of a
b quark into a D∗+, P (b → D∗+), was obtained from the
measured values: Rb ·P (b → D∗+) ·BR(D∗+ → (Kπ)π) =
(1.315 ± 0.064)10−3 [12] and Rb = 0.21656 ± 0.00074 [13],
assuming the world average values for the branching frac-
tions: BR(D∗+ → D0π+) = 0.683 ± 0.014 and BR(D0 →
K−π+) = 0.0385 ± 0.0009 [14].

The last term in the square bracket of equation (1)
and the overall factor gc take into account the effect of
gluon splitting into a cc̄ quark pair. Since the probability
to have a double tag from the cc̄ pair from the gluon split-
ting was found to be negligible, only Z0 decays into bb̄ or
cc̄ in which the reconstructed D meson (the π∗) originated
from the gluon splitting while the π∗ (the D meson) came
from the primordial quark contributed to the number Nπ∗

of double tagged events. The simulation, after taking into
account the measured value ng→cc̄ = (2.33 ± 0.50)% for
the gluon splitting probability in Z0 hadronic events [15,
16], predicted that (0.7 ± 0.2)% of the signal yield ND

was due to D mesons from gluon splitting in Z0 → qq̄
events with q = u, d, s. This led to a correction factor
of gc = 0.993 ± 0.002 in the equation. The contribution
to Nπ∗ from π∗ originating from the gluon splitting is
given by the last term of the expression in square bracket,
where εg

π = 0.07 ± 0.01 is the selection efficiency of the π∗
as predicted by the simulation. The c → D∗+ fragmen-
tation probability in the gluon splitting, Pg(c → D∗+),
was assumed to be the same as P (c → D∗+) with a 50%
uncertainty: Pg(c → D∗+)/P (c → D∗+) = 1.0 ± 0.5. Note
that since both the numerator and the denominator in
the left hand side of equation (1) are affected in a similar
way, the final correction for this effect was very small and
independent on the details of the simulation process.

Finally, the quantity Cb in equation (1) is the correc-
tion factor for bb̄ events due to the occurrence of B0 − B̄0

mixing and the W → cs̄ process in B decay. This quantity
is:

Cb = (1 − χtag
eff ) · (1 − χπ∗

eff ) + χtag
effχπ∗

eff (2)

where χtag
eff (χπ∗

eff ) is the effective parameter giving the
probability that B0−B̄0 mixing or the W → cs̄ process in
B decay occurred in the same (opposite) hemisphere of the
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tagging D meson, destroying the D-π∗ charge correlation
in bb̄ events.

For the hemisphere of the reconstructed π∗, this prob-
ability was computed from the B meson’s properties as
described in [10], giving: χπ∗

eff = 0.222 ± 0.033. For the D

tagging hemisphere, the quantity χtag
eff was given by:

χtag
eff =

∑

D=D∗,D0,D+

wD χD
eff = 0.115 ± 0.016 (3)

where wD and χD
eff are the relative weights and effec-

tive mixing parameters of the D∗, D0, D+ meson species
in the sample. The quantities χD

eff were computed from
the B meson’s properties taking into account the lifetime
bias introduced by the b-tagging tag selection mentioned
in Sect. 3, studied on simulated events. This selection re-
tained only a short lived component of the original B me-
son sample. The effective mixing parameters of the re-
maining B mesons, in the three D samples, were signif-
icantly lower than the usual value of the B mixing pa-
rameter: χD∗

eff = 0.116 ± 0.017, χD0

eff = 0.106 ± 0.018 and
χD+

eff = 0.115 ± 0.017. The correction factor Cb was then:
Cb = 0.714 ± 0.033.

The charm fractions were determined from the simu-
lation, after the weighting of events mentioned in Sect. 3,
in each of the considered D channels (see Table 1); their
weighted average in the total D meson sample was: fc =
0.809±0.005(stat)±0.010(syst), where the first error is the
statistical error of the simulation sample and the second
one is due to the uncertainty on the relative production
of the D mesons in cc̄ and bb̄ events [12].

The reconstruction and selection efficiency for pions
originating from the D∗ decay was studied in the simu-
lation. Due to the different production spectra shown in
Fig. 7a, the overall efficiency for pion momenta larger than
the cut value used in the π∗ selection, 1 GeV/c, was differ-
ent for c and b events. It was εc

π = 0.711±0.014(exp.syst)±
0.005(syst) and εb

π = 0.399±0.010(exp.syst)±0.021(syst),
where the experimental error is due to the uncertainty on
the track reconstruction efficiency and the second error is
due to the uncertainties on the c and b fragmentation pro-
cesses. The average energies for D∗ from c quark and for
B mesons were assumed to be 〈XE(D∗)〉c = 0.510±0.009
and 〈XE(B)〉 = 0.702±0.008 [15], respectively. The recon-
struction efficiency is a smooth function of the pion mo-
mentum for momenta above the selection cut, as shown in
Fig. 7b. The background-subtracted momentum spectrum
of the reconstructed pion for the selected D∗ samples in
the real data before the b-tagging selection mentioned in
Sect. 3, shown by the points in Fig. 7c, is in good agree-
ment with the simulation prediction for the D∗ signal (his-
togram).

From equation (1), the following result was obtained:

P (c → D∗+) · BR(D∗+ → D0π+)
= 0.174 ± 0.010(stat) ± 0.004(syst) .

The different contributions to the systematic error are
listed in Table 4. In the second part of the Table, the con-
tributions due to the uncertainties on the input physical

Fig. 7. a momentum distribution of generated pions from
D∗+ → D0π+ decays produced in bb̄ (empty area histogram)
and cc̄ (dark grey area histogram) events; b reconstruction ef-
ficiency predicted by the simulation for pions originating from
D∗+ decays; c background-subtracted momentum spectrum of
pions from the fully reconstructed D∗+ → D0π+, D0 → K−π+

candidates with scaled energy XE > 0.20 in the signal mass re-
gion: real data (points) and simulated data (histograms). The
b-tagging selection mentioned in Sect. 3 was not applied in this
plot

quantities which affect the quoted efficiencies and charm
purity are reported. The ratios Rb · P (b → D)/Rc · P (c →
D) (D = D∗, D0, D+) affect the determination of the
charm purity fc; in addition, the ratio Rb·P (b → D∗+)/Rc·
P (c → D∗+), together with the quantities Rb and Rc, af-
fect the determination of P (c → D∗+) through the second
term in the bracket of equation (1). This contribution is
anticorrelated to the one from fc, so that the total system-
atic uncertainty from Rb ·P (b → D∗+)/Rc ·P (c → D∗+) is
small. The energy spectra of the D∗+ meson in cc̄ events
and of the B mesons affect the π∗ reconstruction efficien-
cies εq

π. The efficiency εb
π is also affected by the D∗ energy

spectrum of the b → D∗ transition, parameterized by the
Peterson function with the value εXE(B→D) = 0.42 ± 0.07
of the Peterson parameter [15].

The same procedure applied to the simulation data
sample of 6.5 Million Z0 hadronic events, using the num-
ber of true reconstructed π∗, Nπ∗

true
= 4015 ± 63, gave:
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Table 4. Contributions to the systematic error in the computation of P (c →
D∗+) · BR(D∗+ → D0π+)

Error Source Variation Syst.error

Signal shape see text ±0.0020
εc
π (exp.syst) 0.711 ± 0.014 ∓0.0030

εb
π (exp.syst) 0.399 ± 0.010 ±0.0003

fc (stat.error from simulation) 0.809 ± 0.005 ∓0.0012

〈XE(D∗)〉c [15] 0.510 ± 0.009 ∓0.0011
〈XE(B)〉 [15] 0.702 ± 0.008 ±0.0007
εXE(B→D) [15] 0.42 ± 0.07 ∓0.0002
Rc [13] 0.1735 ± 0.0044 ∓0.0004
Rb [13] 0.21656 ± 0.00074 ±0.0001
Rb · P (b → D∗±)/Rc · P (c → D∗±) [12] (1.208 ± 0.079) ±0.0001
Rb · P (b → D0)/Rc · P (c → D0) [12] (1.398 ± 0.112) ±0.0001
Rb · P (b → D+)/Rc · P (c → D+) [12] (1.295 ± 0.110) ±0.0001
hc 0.997 ± 0.001 ∓0.0001
hb 0.995 ± 0.001 < 0.0001
ng→cc̄ [15] 0.0233 ± 0.0050 < 0.0001
Cb 0.714 ± 0.033 ±0.0007

Total − ±0.0042

Table 5. Results on the quantity P (c → D∗+) · BR(D∗+ →
D0π+) for different data samples. The quoted errors are sta-
tistical only

Data sample P (c → D∗+) · BR(D∗+ → D0π+)

year 1992 0.149 ± 0.021
year 1993 0.166 ± 0.023
year 1994 0.186 ± 0.016
year 1995 0.189 ± 0.022

Total 0.174 ± 0.010 (χ2/dof = 0.833)

P (c → D∗+) · BR(D∗+ → D0π+) = 0.162 ± 0.003, in
agreement with the value 0.164 used in the Monte Carlo
generator.

Using the world averaged value: BR(D∗+ → D0π+) =
0.683 ± 0.014 [14], the fragmentation probability was de-
termined to be:

P (c → D∗+) = 0.255 ± 0.015(stat) ± 0.006(syst)
±0.005(syst.BR) .

As a further consistency check, the analysis was re-
peated on the data samples collected by DELPHI in the
different years of operation. Within the statistical errors
of the results reported in Table 5, no evidence for system-
atic effects due to different hardware configuration of the
apparatus (e.g. the Vertex Detector) was observed.

The analysis procedure was also applied to each of the
single channels considered separately. The results are re-
ported in Table 6. Again, no evidence of possible system-
atic effects was found.

Table 6. Results on the quantity P (c → D∗+) · BR(D∗+ →
D0π+) for the different channels considered in the analysis

Channel P (c → D∗+) · BR(D∗+ → D0π+)

D∗, D0 → Kπ 0.198 ± 0.024
D∗, D0 → KπX 0.164 ± 0.022
D∗, D0 → KlνX 0.200 ± 0.034
D∗, D0 → Kπππ 0.133 ± 0.021
D∗, D0 → Kππ0 0.190 ± 0.022
D0 → Kπ 0.166 ± 0.040
D+ → Kππ 0.167 ± 0.034

Total 0.174 ± 0.010 (χ2/dof = 1.067)

5 Measurement of BR(c → l+)

The same D meson selection described in Sect. 3 to tag
cc̄ events was applied in this analysis, in which leptons
were searched for in the hemisphere opposite to the recon-
structed charm mesons in order to identify semileptonic
decays of the charm quark.

5.1 Lepton selection

Semileptonic decays of charm quark were selected by look-
ing for electrons and muons with momenta p larger than
2 GeV/c.

To identify a charged particle as a muon candidate, its
track was extrapolated to each of the layers of the muon
chambers taking into account multiple scattering in the
material and the propagation of track reconstruction er-
rors. A fit was then made between the track extrapolation
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and the position and direction of the hits in the muon
chamber. Ambiguities with muon chamber hits associated
to more than one extrapolated track were resolved by se-
lecting the track with the best fit. The charged particle
was then tagged as a muon if the fit was sufficiently good
and hits were found outside the iron yokes. To exclude re-
gions with poor geometrical acceptance, the charged par-
ticle was accepted if its polar angle θµ was within one
of the following intervals: 0.03 < |cosθµ| < 0.62; 0.68 <
|cosθµ| < 0.95, which defined respectively the barrel and
the forward region.

The muon identification efficiency was measured in
Z → µ+µ− events, in the decays of taus into muons and
in muons from two-photon collisions γγ → µ+µ−. Pre-
dictions of simulation agree with data, both in absolute
value and in the momentum dependence, within a preci-
sion of about 2%. The muon identification efficiency in
Z0 hadronic decays was then obtained from the simula-
tion and found to be ε0µ = 0.728 ± 0.015, where the error
accounts for the uncertainty quoted above. A comparison
of the misidentification probability in data and simulation
was obtained by means of a lifetime-based anti b-tag, to
select a background enriched sample. The hadron misiden-
tification probability inside the angular acceptance of the
muon chambers was found to be (0.46 ± 0.03)%; compati-
ble results were found using pions from Ko

s and τ decays.
Charged particles within the good acceptance region

of the HPC (0.03 < |cosθe| < 0.72) were accepted as elec-
tron candidates on the basis of the information from the
HPC, the TPC and the Ring Imaging CHerenkov detec-
tor. Tracks were extrapolated to the HPC where showers
were associated to them; the responses of the various de-
tectors have then been analysed by a neural network. The
network response was analyzed in a sample of simulated
electrons from b and c decay, and a momentum dependent
cut was defined in order to have a 65% efficiency constant
over the full momentum range.

The efficiency of tagging an electron was measured in
the data by means of a set of isolated electrons extracted
from selected Compton events and a set of electrons pro-
duced from photon conversions in the detector. The ratio
of the experimental efficiency to the simulated one was
0.93 ± 0.02 and was then applied to the sample of elec-
trons from the simulated qq̄ events. The electron iden-
tification efficiency inside the angular acceptance of the
barrel electromagnetic calorimeter (HPC) was then found
to be ε0e = 0.569 ± 0.014,

The probability of tagging a hadron as an electron was
measured in the data, selecting a background sample by
means of an anti b-tag technique in the same manner as
for muons. The measured misidentification probability in
data was (0.36 ± 0.03)%. To reduce the contamination
from electrons from photon conversions, electron candi-
dates were removed if they were consistent with coming
from a secondary vertex and carrying no transverse mo-
mentum relative to the direction from the primary to the
secondary vertex; moreover only charged particles with
associated hits in the microvertex detector were retained.

The lepton efficiencies were slightly dependent on the
transverse momentum of the leptons to the jet; this effect
was taken into account in the efficiency computation for
the leptons originating from charm and beauty decays.

The efficiencies had to be corrected for the events with
a reconstructed D having an electron (muon) from a
semileptonic charm decay in the opposite hemisphere out-
side the fiducial volume of the HPC (muon chambers). The
correction factors were computed from the data, by fold-
ing the observed distribution of thrust axis in events with
an identified lepton with those with a reconstructed D. To
reduce the size of the correction in the electron sample, for
which the forward calorimeter was not used, only events
with reconstructed D mesons in the polar angular range
45◦ < θ < 135◦ (83% of the total D sample) were used.
The resulting lepton efficiencies were εe = 0.514 ± 0.013
(0.517 ± 0.013) and εµ = 0.608 ± 0.013 (0.621 ± 0.013) for
leptons originating from charm (beauty) decays.

Only the leptons with opposite charge with respect
to the reconstructed D were selected, in order to tag the
semileptonic decay of the c quark in the hemisphere oppo-
site to the reconstructed D and to reduce the contamina-
tion due to the decays of b quarks. In the following, they
will be referred as right charge correlation leptons. No re-
quirement was imposed on the transverse momentum of
the lepton, pT , with respect to its jet axis (computed in-
cluding the lepton in the jet).

5.2 Determination of BR(c → l+)

To determine the number of lepton candidates opposite to
genuine D mesons, the number N lep

D−bckg of identified lep-
tons associated to fake D meson candidates had to be sub-
tracted from the total number of leptons accompanying
reconstructed D∗, D0 or D+ in the signal regions defined
above (see Table 1). The number N lep

D−bckg was computed
from the number of identified leptons accompanying D
meson candidates in the side-bands of the mass distribu-
tions, scaled by the proper normalization factor. The ef-
fect of kinematic reflections from true D0/D̄0 decays with
the wrong mass assignment was studied in the simulation
and found to be negligible. The background subtracted p
and pT distributions of the selected lepton candidates are
shown in Fig. 8. After the background subtraction, the
number of lepton candidates in the hemisphere opposite
to genuine D mesons and with the right charge correlation
was:

Ne(p > 2 GeV/c) = 733 ± 32
Nµ(p > 2 GeV/c) = 1095 ± 40 .

The total number of lepton candidates was the sum of
different contributions:

N lep = N true
c + N true

b htrue
b + N bckg

c hbckg
c

+N bckg
b hbckg

b (4)

where N true
c is the number of true leptons coming from the

semileptonic decay of a c quark (either directly produced
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Fig. 8. a,c Momentum distribution of electron and muon can-
didates with p > 2 GeV/c opposite to reconstructed D mesons;
b,d transverse momentum distribution for muons and electrons
candidates; e,f momentum and transverse momentum distribu-
tion for all lepton candidates

in Z0 → cc̄ events or originating from the gluon split-
ting process g → cc̄ in Z0 → qq̄ (q = b, c)3) and N true

b
is the number of true leptons coming from the semilep-
tonic decay of a b quark. N bckg

c,b are the sum of genuine
leptons from the decay of light particles (including pho-
ton conversions for the electron sample) and misidenti-
fied hadrons in cc̄ and bb̄ events, respectively. The fac-
tors htrue,bckg

b and hbckg
c are small corrections due to hard

gluon radiation, as already discussed in Sect. 4.2. The frac-
tions of bb̄ and cc̄ events in which the lepton candidate
and the D meson were produced in opposite hemispheres
were htrue

b = 0.997 ± 0.001, hbckg
b = 0.995 ± 0.002 and

hbckg
c = 0.998±0.001, according to the simulation. A sim-

ilar correction, htrue
c = 0.995 ± 0.001, was applied to the

number N true
c of genuine leptons from c decay (see equa-

tion (6) below).

3 As discussed in the P (c → D∗) analysis, the probability
to have a double tag from gluon splitting in u, d, s events was
negligible

In equation (4), the number of true leptons coming
from b decays with the right charge correlation was com-
puted by the equation:

N true
b = εb

lep

∑

D=D∗,D0,D+

N b
D[(1 − Cl,D

b ) · (BRb→lFb→l

+BRb→c̄→lFb→c̄→l + BRb→τ→lFb→τ→l)

+Cl,D
b BRb→c→l+Fb→c→l+)] (5)

where N b
D = ND(1−fD

c ) is the number of D mesons in the
selected samples (D = D∗, D0, D+) originating from a b
quark according to the charm purities reported in Table 1
and εb

lep is the lepton reconstruction efficiency. The Cl,D
b

are the mixing parameter correction factors for each D me-
son sample, obtained from equation (2) by replacing χπ∗

eff

with the quantity χl
eff = 0.118±0.006 [14] and χtag

eff with
the quantities χD

eff given is Sect. 4.2. It must be noted that
χl

eff , differently from χπ∗
eff in the P (c → D∗+) analysis,

takes into account only the effect of the B0 − B̄0 mixing;
the effect of the W → cs̄ process in the lepton hemisphere
is accounted for by the b → c̄ → l term in equation (5).
The quantities Fb→x are the fractions of leptons with mo-
mentum greater than 2 GeV/c for the different semilep-
tonic decays with branching fractions BRb→x. To deter-
mine these kinematical acceptances, the simulated leptons
were weighted to reproduce the data according to the re-
sults reported by the LEP Heavy Flavour Working Group
[15]. To describe the b semileptonic decays, the ACCM [17]
model was assumed and the systematic uncertainty on
Fb→x was estimated by comparing the result with the pre-
dictions of the ISGW [18] and ISGW ∗∗[19] models. For
the c semileptonic decay, the ACCM model was used and
the systematics were estimated by comparing the results
obtained with different choices for the values of the s quark
mass and the Fermi momentum PF , as defined in [20].
The simulated leptons were weighted according to the ra-
tio between the hadron momentum and the original heavy
quark momentum in order to reproduce the average ratio
between the heavy meson energy and the beam energy:
〈XE(D)〉c = 0.484 ± 0.008 and 〈XE(B)〉 = 0.702 ± 0.008
[15]. The b semileptonic branching fractions, fixed to the
values quoted in [15], are reported in Table 7 together
with the kinematical acceptances for the corresponding
semileptonic decays. The kinematical acceptance for the
c → l+ decay, Fc→l+ , is also reported in the last entry of
Table 7.

The number N bckg
c,b of background leptons in cc̄ and bb̄

events, respectively, were determined from the observed
multiplicity of charged particles in the lepton hemisphere
and the misidentification probabilities f l

fake (l = e, µ).
These were defined as the probability for a charged par-
ticle not being a lepton from a heavy quark semileptonic
decay (either a hadron or a lepton from the decay of light
particles or, in the case of electrons, from photon con-
versions) to be identified as electron or muon; they were
fe

fake = (0.52 ± 0.03)% and fµ
fake = (0.63 ± 0.03)%. The

systematic error on the last quantity includes a 10% uncer-
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Table 7. Branching fractions for the semileptonic decays of b quark and
lepton kinematical acceptances F , predicted by the simulation for the cut
pl > 2 GeV/c, used in (5). The first error on F is the statistical one, the
second is due to the semileptonic modelling and the third to the uncertainty
on XE

Decay BR F (p > 2 GeV/c)

b → l 0.1087 ± 0.0024 [13] 0.834 ± 0.002 ± 0.006 ± 0.002
b → c → l+ 0.0791 ± 0.0039 [13] 0.585 ± 0.002 ± 0.006 ± 0.003
b → τ → l 0.0045 ± 0.0007 [15] 0.672 ± 0.010 ± 0.007 ± 0.003
b → c̄ → l 0.0162 ± 0.0040 [15] 0.607 ± 0.011 ± 0.006 ± 0.002
c → l+ − 0.697 ± 0.002 ± 0.007 ± 0.004

Table 8. Results on BR(c → l+) for the different samples;
only the statistical error is quoted

D∗ D0 + D+ D∗ + D0 + D+

BR(c → e+)(%) 9.71 ± 0.71 9.39 ± 1.66 9.66 ± 0.65
BR(c → µ+)(%) 9.44 ± 0.58 9.88 ± 1.46 9.52 ± 0.54

BR(c → l+)(%) 9.55 ± 0.45 9.68 ± 1.10 9.58 ± 0.42

tainty on the yield of muons from kaon decays predicted
by the simulation.

The number of leptons coming from charm decays, ob-
tained from equation (4), were:

Ne,true
c = 476 ± 32(stat) ± 13(syst)

Nµ,true
c = 711 ± 40(stat) ± 17(syst) .

The branching fraction BR(c → l+) was obtained from
the relation:

N true
c

ND
= εc

lepgcBR(c → l+)

× [
fcFc→l+htrue

c + ng→cc̄F
g
c→l

]
(6)

where Fc→l+ is the last entry in Table 7 and the second
term in parenthesis accounts for the semileptonic decays
of c quark originating from gluon splitting in either cc̄
or bb̄ events4. The lepton kinematical acceptance in the
gluon splitting process was computed from the simulation
to be: F g

c→l = 0.177 ± 0.024. Finally, gc is the same cor-
rection factor introduced in Sect. 4.2 to account for the
reconstructed D mesons from gluon splitting in Z0 → qq̄
(q = u, d, s) events.

The results on BR(c → l+) for the D∗-lepton and the
(D0/D+)-lepton samples are reported in Table 8 for elec-
trons and muons separately. The quoted errors are statis-
tical only. The Table shows also the average results.

The final result obtained combining the D∗, D0 and
D+ samples and averaging the two lepton flavours was:

BR(c → l+) = (9.58 ± 0.42(stat) ± 0.28(syst))% .

4 In the case of b quarks, the B-mixing does not affect the
computation since, in the gluon splitting process on the oppo-
site side, both the c or the c̄ quark can decay semileptonically

Fig. 9. a Background subtracted momentum spectrum of the
reconstructed leptons from charm decay, compared with the
predictions from different theoretical predictions. Labels ALT1,
ALT2 and ALT3 refer to the ACCM model with the strange
quark mass and the average momentum for the Fermi motion
set to the values defined in [18]; b the same for transverse
momentum with respect to the jet direction of the leptons

The different contributions to the systematic uncertainty
are listed in Table 9. The errors due to the lepton ef-
ficiency and hadron misidentification were considered as
uncorrelated in the average of the results for electrons and
muons.

After background subtraction, Fig. 9 shows the com-
parison of the measured momentum and pT spectra of the
lepton from charm decay with the predictions from the
ACCM model with different values of the parameters used
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Table 9. Contributions to the systematic error in the computation of
BR(c → l+)

Error Source Variation Syst.error

εe see text ∓0.0013
εµ ” ∓0.0014
Electron misidentification ” ∓0.0009
Muon misidentification ” ∓0.0010
Charged track multiplicity ” ∓0.0002
fc (stat.error from simulation) 0.809 ± 0.005 ±0.0001
F (stat.error from simulation) see text ±0.0003
Background subtraction − ±0.0002

〈XE(D)〉c [15] 0.484 ± 0.008 ∓0.0006
〈XE(B)〉 [15] 0.702 ± 0.008 ±0.0001
c decay models [15] see text ∓0.0011
b decay models [15] see text ∓0.0002
Rb · P (b → D∗)/Rc · P (c → D∗) [12] 1.208 ± 0.079 ±0.0001
Rb · P (b → D0)/Rc · P (c → D0) [12] 1.398 ± 0.112 < 0.0001
Rb · P (b → D+)/Rc · P (c → D0) [12] 1.295 ± 0.110 < 0.0001
C

l,(D∗)
b 0.793 ± 0.014 ±0.0003

C
l,(D0)
b 0.801 ± 0.015 < 0.0001

C
l,(D+)
b 0.794 ± 0.014 < 0.0001

BRb→l [13] 0.1120 ± 0.0040 ∓0.0002
BRb→c→l+ [13] 0.0820 ± 0.0120 ∓0.0006
BRb→τ→l [15] 0.0045 ± 0.0007 ±0.0001
BRb→c̄→l [15] 0.0162 ± 0.0040 ∓0.0002
gluon radiation see text ±0.0002
ng→cc̄ [15] 0.0233 ± 0.0050 ±0.0004

Total − ±0.0028

to fit DELCO and MARK III data [20]. The agreement is
generally good, although the precision of the measurement
is not high enough to constrain the parameters further.

6 Conclusion

Using a double tag method based on the detection of
a slow pions or a lepton opposite to fully reconstructed
D∗, D0 and D+ mesons, the fragmentation probability
times the D∗+ → D0π+ branching fraction and the charm
semileptonic branching fraction were measured from a sam-
ple of Z0 → cc̄ decays selected with high purity at LEP.
The following results were found:

P (c → D∗+) · BR(D∗+ → D0π+)
= 0.174 ± 0.010(stat) ± 0.004(syst)

BR(c → l+) = 0.0958 ± 0.0042(stat) ± 0.0028(syst) .

Using the world averaged value: BR(D∗+ → D0π+) =
0.683 ± 0.014 [14], the fragmentation probability was de-
termined to be:

P (c → D∗+) = 0.255 ± 0.015(stat) ± 0.006(syst)
±0.005(syst.BR) .

These results are the most precise measurements of the
P (c → D∗+) and BR(c → l+) quantities available at LEP
energies, and are in good agreement with recent results
from OPAL [5,21].

The study presented in this paper, after comparison
with the results obtained at lower energies [1,2], indi-
cates that, within an accuracy better than 10%, the c →
D∗ fragmentation process and the charm semi-leptonic
branching ratio do not depend on the energy of the pro-
duced charm quark.
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