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Measurement of AL in hadronic Z decays
using a jet charge technique
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ment and the effective weak mixing angle, sinflg, was
derived.

In this section a short discussion of the principles un-
derlying the jel charge technique and the basic definitions
which will be used throughout the paper are giveu. The
DELIP’HI detector and the event selectivn are described
in Sect. 2, together with the b-tagging technique used ta
obtain bb enriched samples. In Sect. 3 the determinations
of the individual charge separations are described: 4, was
directly measured from the data, while the other charge
separations &4, were obtained from an analytic model
accounting for possible fragmentation model parameter
variations. In Sect. 4 the A%, extraction is described, and
the systematic errors are discussed in Sect. 5. Finally a
summary and conclusion are presented in Sect. 6.

In order to measure chiarge asymmetries in the process
eTeT = Z - qq o jets it is necessary to determine the
charge of the quarks underlying hadron jets in an event.
The quark charge has ta be determined from the final
state hadrons and therefore this information is diluted by
the fragmentation process. Experimentally the charge of
the initial fermicn in the related hemisphere is estimated
using the following hemisphere charge definition:

F:p,-T >0 forward

2o ¢l - T hemisphere
QF(H) = o= s ) (3
S.p T B:pi-T <0 backward
hemisphere

where the sum runs over the charged tracks. T is the
Thrust unit vector, ¢, the particle charge, 7, the particle
monentum and the exponent x a positive number. The
Thrust axis is computed using charged and neutral par-
ticles. The plane perpendicular to this axis divides each
eveut into two hemispheres. The Thrust axis was aulways
nriented in such a way, that the angle between the incom-
ing eleciron direction and the Thrust axis itself becomes
less than 90°.

The observuble, Jg¢g,. 1s robust against mismeasure-
ment of the hadron momenta g;. Its value is bound in the
interval -1 to 1. The projection of the hadron momenta to
the Thrust axis T mainly eliminates the influence of hard
gluon radiation.

For every event two quantities the charge flow. Qrp,
and total charge, Qror. van be defined:

Qrp = Qr - Us
Qror=Qr + @5

Except for detector influences {mainly hadronic re-inter-
action) the average total charge {Qror) is expected to
vanish, while the average charge flow (@ Fp) relates to the
relevant quark asymmetries:

Z nfafpf AECF‘B‘

flavours

(5)

(Qrp) = {6)

The relative abundance of a quark flavour f in the hadronic
cvent sanple is P, The weighting factor nr accounts
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mainly for the incomplete angular acceptance, limited an-
gular resolution and other detector effects, but also for
cffects of gluon radiation.

The overall impact of fragmentation of an event of
quark flavour { can be estimated from the average dif-
ference of the hemisphere charge in the hemisphere of the
quark f and the anti-quark f:

deflr) = {Qs — Q¢}(x)

This quantity is called charge separation. 8. If quarks
could be directly observed & = 2¢¢. In case of a pure
flavour sample, which is approximately the case for the b
tagged sample. &5 can be measured from the data using
the relation:

(7)

& = (o} 3'-‘2 - {Jg"nr)z (8)
Here {ofL.5)* and (67 are the variances of the Qrp
and Qror distributions, respectively. The validity of this
equation can Le scen from Fig. 1. Note, however, that
charge correlations between the event hemispheres and the
small term {(%. ) are neglected in this expression.

To measure A%y, (6) was used, and all quantities ap-
pearing in it were evaluated. () pg} was directly measured
from the data. The b-tagging efliciencies for the light .
d, s quarks together and ¢ quark, e, and e, were taken
frow the simulation, while the one for b quarks, ¢, was
measured from the data. The purities, P, were calculated
from these efficiencies. Similarly the charge separations.
84.use. were taken from the simulation and 4, was mea-
sured. The angular correction factors, ny, have all been
used trom the Monte Carlo prediction. The relation be-

tween A%, and AY, was taken from the SM prediction
and up type (down type) quark universality was assumed.
Consistency of the results over a wide range of « choices
{k=103.0.5.08.1,1.2,2.1} is used to justify the precision
of the results.

2 Detector description and event selection
2.1 The DELPHI detector

The DELPHI detectur has been described in detail in [2].
In its eoordinate svstem the z-axis is the dircetion of the
e~ beam. The radius R and the azimuth ¢ are defined
in the plane perpendicular to z and the polar angle 8 is
0 along z. Ouly the detector components of relevance for
this analysis are mentioned here.

{n the barrel part a set of cylindrical detectors, coaxial
with the beam direction and inside a 1.2 T solenoidal mag-
netic figld, are devoted to the measurement of the charged
particle tracks. The innermost is the Vertex Detector (VD)
[3]. lacated just outside the beam pipe. It consists of three
concentric layers of silicon micro-strip detectors at average
radii of 6 3em, 3.8 cm and 10.9 cm from the interaction re-
gion. Tor polar angles of 44° < # < 136° a particle crossed
all three layers. Until 1993 it provided only measurements
of the R¢ coordinate. In 1994 the innermost and the out-
ermost VD layers were equipped with double-sided silicon
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&
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5 |
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Fig. 1. Sketch of the principle of the {Qrg) and the §7 mea-
surement for a single {down type) flavour f. a7 is the RMS
of the Qror (= ohor) distribution or of the Grp distribu-
tion for quarks going only to the forward (backward) direction,
respectively. opg is the RMS of the overall Qrg (= ohp) dis-
tribution

detectors, which also measured the z coordinate. At the
same time the angular acceptance for the innermost layer
was enlarged to 25° < 8 < 155°.

Qutside the VD, between 12cm and 28cm of radius,
there is the Inner Detector (ID}, which includes a jet
chamber providing up to 24 R¢ measurements and five
layers of proportional chambers providing both R¢ and
z information. The ID covers the # range between 29°
and 151°. It is surrounded by the Time Praojection Cham-
ber (TPC}, the main DELPHI tracking device, which is
a cylinder of 3m length, an inner radius of 30cm and an
outer radius of 122em. The ionization charge produced
by particles crossing the TPC volume is drifted to the
edges of the detector where it is measured in a propor-
tional chamber. Up to 16 space points can be measured,
for 39° < 6 < 141°. QOutside this region, and up to 21°
and to 159°, a track can be reconstructed using at least 3
points. Additional R¢ measurements on the charged parti-
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Table 1. Cuts to select well measured tracks
charged particle momentum > 0.4GeV/c
ncutral particle energy Z 0.5GeV
length of tracks measured only with TPC > 30em
polar angle for charged (neutral} particles > 20°{11%)
relative uncertainty
of the momentum measured < 100%
impact parametcr (fig) < dem
sinfix impact parameter [z} < Hem

Table 2. Cuts to select hadronic events ; /5

015 x s
.03 x s

CNs energy

total charged energy
hemisphere charged energy
Lotal charged multiplicity

hemisphere charged multiphcity

[ AV ARV AV AV

7
1
polar angle of the Thrust axis [35°, 85”

cle tracks are provided by the Outer Detector (0D}, which
lics between radii of 198 cim and 206 cm and consists of
five layers of drift cells. In the forward region two sets of
planar wire chambers (FCA, FCB), at £160cm and at
+270cm in z, provide measurements of low angle particle
trajectories.

The electromagnetic calorimeters, the High Density
Projection Chamber (ITPC) in the barrel and the Forward
Electro-Magnetic Calorimeter (FEMC) in the forward re-
gion, are used to measure electrons and photons.

2.2 The sample of hadronic events

The cuts applied to tracks measured in the detector and
to events (see Table 1,2) are optimized to assure well mea-
sured tracks for the analysis and to reduce the background
arising from lepton and 4+ events as well as from beam-gas
or beam-wall interactions.

After the selection the contribution from background
events is negligible. Further cuts were applied to require
a good measurement of the forward and backward hemi-
sphere charges. Events containing one or more particles,
either charged or neutral, with momentuimn greater than
50 GeV were discarded.

The angular acceptance is reduced because of a de-
creasing b-tagging capability in the forward region due
to the limited coverage of the microvertex detector. It is
restricted as well by detector effects entering into the mea-
surement of the hemisphere charge. The angle between the
momenturn vector and magnetic field limits the momen-
tum reselution. The TPC middle plate causes problems
for the momentuin measurement and charge identification
near @ = 90°.

All data collected during the years 1992 up to 1995,
on and close to the ZY peak, corresponding to 3.5 - 10°
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hadronic events were used in this analysis. The average
centre-of-mass energy on peak is 91.24 GeV.

2.3 Tagging of hb events
with an impact parameter method

'To select a sample enriched in bb events an enhanced -
pact parameter method was used. This technigne is hased
on the well estublished impact parameter method which
was originally propoesed by ALEPH [4] and then adopted
in DELPPHT {5-7].

To reach an improved separation capability, especially
b from ¢ events, additional information like the effective
mass and energy of the particles reconstructed at a sec-
ondary vertex, was included [7].

The DEL.PHT Vertex Detector [3,8]. allows a very pre-
vise measurement of spatial points along the path of
charged particles. For data taken in 1992 and 1993 ver-
tices were fitted on an event by event basis [3, 7], using the
two dimeusional information of the microvertex detector,
while the individual impact parameters were evaluated in
the plane perpendicular to the colliding beams. For data
taken stnce 1994 the then avaiable 7 information was used
in addition to calculate the vertex and the impact param-
oters.

Fur this analysis a combined probability variable, be, .
was used. bb cvents tend to have higher by, values
whereas non-b events are peaked at smaller values (Fig. 2).
Samples of events were selected by cutting on ty,g, where
the corresponding b efficiencies (purities) decrease {in-
crease} with higher cut values, respectively. Note that the
samples selected are highly correlated because the events
selected with a certain cut value are a subsample of the
events selected for all lower cut values uwsed.

The b efficiency, ¢y, is defined as the probability of
selecting a bb event inside a data sample, and the b purity,
P,. is the fraction of bb events in the selected sample. «,
is measured from the data using

Eb{C'I‘JfJ = (m'
Flout) — 1, < ecfcut) - (1 — He — Ry} X cquslout)
Ry

where F s the fraction of selected events at a given cut
value. €4, and €, are the selection efficiencies for the light
Havours and the dharm events, which are both cbtained
from the simulation. The fractions of ¢& and bb events
produced in hadronic Z° decays, R, and Ry, are fixed
ta their Standard Mode! values, R, = 0.1720 and Ry, =
0.2158. The corresponding purities can be calculated using
(100,
£

Fleut)

Prlout) — er{eut) » (10}
Accurate tuning of the Monte Carlo sample to the data
way performed [5,7] in order to estimate the efficiencies
correctly. The dala collected in different years were treated
scparately, due {o the changes in the detector.
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3 Determination of the charge separations
3.1 Charge separations of light flavours

The values of rhe light Havour charge separations. ‘heir
ervors and correlations have been determined using the
framework of Mowte Carlo fragmentation models [9]. The
ARIADNE parton shower ansatz combined with the JET-
SET fragmentation generator currently gives the best
overall description of nadronic and jdewtilied paaticle dis-
tributicns [10- 13]. Therefore this model with heavy quark
decays adjusted to match recent data [15] |, was chosen
fur the ealcalation of the quark charge separations. In the
following this model will be referred to as the J/A frug
mentation model.

A local approximation procedure (9,12] was applied
tu determine the charge separations of light and charm
favouars. The algorithm  allows wvariations of different
riodel parameters important for the considered observ-
zhle to be studied qaickly. A simultaneous vaniation of
these model parameters is possible, because the influence
of their carelation was also considered. The relevant cal-
culations were efficiently performed using a quadratic an-
alytic snbs itution of the Monte Carlo model.

Therefere the model dependence of al: charge separa-
ttons and also of all related bins nf all mput distribubions,
ke particle rates and mementum spectra. event shapes
ete. were approxitnated by the following analytic expres-
sion, Xarc(py, - pn). quadratic in the n model parame-
ters py o

n n
JY.-'nIL-‘(pl- pu} = AO + Z szn + Z C"lp-?

=1 =1

n—-1
"'-'Z Z DI;P!P;

r=1 y=i+1

{11}

The cocthicients LY, allow for correlations sinung the
model parameters. The N = 2(n + 3) + | coefficients
Ag. B, C, and Dy, for each bin were determined from a
Hnear fit of {11} to 200 sets of Monte Carlo distributions
generated with different tnede: pavameters. Each of the
Monte Carlo sets consists of 300,000 events. The model
parameters were chosen at random in a parameter hyper-
cube defined by the parameter intervals given in Table 3.

The precision of tlus procedure was tested by compar-
ing the results of the analytic substitution with tke real
Mounte Carlo answer. The average preeision for all bius (in-
cluding those with small statistics) was found to be 1.2%
and for the charge reparations [average statistieal preci-
sion 0.3%] it was found to he (L5%. No systematic bias of
the predictions was observed.

In order to determine optimal model paramelers Py,
and the corresponding charge separations the analytic
mode] was fitted by minimizing x* = Y. ((X e ~ Xdate)
/Odara)? |1 4] using different sets of data distributions given
in Table 4. Due to iinperfections of the data and the model
the x? /Ny for some distributions is large. For these dis-
tributions the statistical errorn of the data distributions
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Fig. 2. Comparison between data and simualation of
9 the normalised number of cventys versus the brag viari-
able (for 1994 dati); hght quark. o quark. and b quark

w 06— — e
5 C
) r ﬁ{
E 0.5 b * data
z 0.4 I ti (] light quarks
~ C B cquarks
0.3 [J b quarks
0.2
0.1 |
0 T EEETE N P T S s e e
0 1 2 3 4 5 ) 7 8
b, variable

evenfs are shown separately for the somulation

‘able 3. ARIADNE and JETSET parameters related tu chirge separanons.
[nterval gen. denotes the interval in which the parmmeters of the initial Monte

Carln sets have been choscn

N Parameter Code defaule interval zen. o ;_:pumal
T Lund PARJ[41) 05 03 -10 0.176
2 Land b PARJ(42) (ho o -0 0.632

3 og PARI(21) (.39 036 -042 0357

4 Agen PARA(L) 0.24 021 - 697 0.357

5 pPer PARA(3) 0.7 0.3 -09 0.531

6 v PARJ(2) 24 0.26 -0.32 0280

7 Plgg)/Ply) PARJ(1) 0.1 0.085- 0115 002

5 Plus)/P(ud}/~s PARJ(3) 0.5 03 -07 | 083

9 P{udl)/P(udd}/3 PARJ(4)} 0.07 0.04 - 0.0 (1.046
10 Popcorn PARI(5) 0.5 nos - 4.5 (.788
11 add. baryon suppr.  PARJ(19) 05 i -09 0397
12 P{'Sg)ug — 02 -05 0.30%
13 P{*S1)ue — - 02 -05 0.3k2
14 P('5), — 02 -05 0.4583
15 PS1), — 02 -05 0.243

werce tescaled according to the preseription given in [15]
such that x?/Ng = 1. These enlarged errars were than
used in the fit which was repeated, and in all subsequent
calculations. It is assumed that this procedure accounts
hoth for additional systematic uncertainties of the data
distributions and the model description. The optimized
parameters are given in Table 3. Some of the optimal val-
ues for model parameters are not inside the given range.
Therefore it was explicitly checked by preduction of Monte
Carlo events with these optimal parameters, that the re-
sulting analytic approximation is still in good agreement
with the Monte Carlo prediction.

To obtain the systematic error of the charge separa-
tions, J¢, due to uncertainties in the fragmentation model,
all parameters were systematically varied in the 15-
dimensional hyperspace. The expected Monte Carlo an-
swer is given by (11) and compared to the data sets given
in Table 4. The corresponding x? reflects the quality of
the chosen parameter setting. A cut in x* is performed

to select all parameter settings within one staudard de-
viation around the optimum. This cut value was chosen
in nrder to gbtain systematic errors directly comparable
with the statistical 1o definition. For all parameter set-
tings which survive the cut i " the charge separations
8 are also caleulated using (11). The scattering of the
charge separations reflects the uncertainty of the Monte
Carlo model.

A further systematic error of this approach was esti-
mated by using 12 alternative combinations of input data
for the determination of the central parameters. The dif-
ferent combinations are presented in Table 4. They were
selected in order to account for the fact that the K° and
K* spectra cannot be perfectly simultaneous described,
nor can the charged multiplicity and the zp-distribution
[12]. Event shape distributions alternatively linear or
quadratic in the particle momenta were chosen. Data set
13 will be referred to as the reference data set in the fol-
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Table 4. Combinations of input data used lor the determination of the charge separa-
tions {data set 13) and for the systematic cross check (data set 1-12). The e denites the
data belonging to the dataset. [ A ] means ALEPH measurement, [ D | means DELPHI
raeasurement and [ O | means OPAL measurement

data set

distribution

5 6 ¢ 8 9 10 11 12 13

zp {D]

#" [AD!

w [A]

7. 72 [Di

K A.0,0)
K% [A,D.0]
Proton [A,D] s &
=, =* |A]

y{p) — wlp) (A]
y(A) — A} [O]
AT DO

AY [A,D]

Yizss [D.Q]

charged multiplicity

Throst, Major, Minor [13]
7 (Thrust) D}
Rapidity {Thrust} [D]
D2 3 Durham [P}

Spher., Aplan., Plan. [D]
P~ (Spher.) D}
Itapidity (Spher.) D)
D, 4 Jade [D]

KT (4]

KT [A] .

lowing, because it contains a fit to all distributions, and
is mainly used for calculating the results.

The influence of the detector was then considered by
folding the charge flow distributions with a detector re-
sponse matrix. This matrix was determined using the full
simulation of the DELPHI apparatus. For a generated
charge flow in a given bin it determines the probability
to measure the charge flow in any other bin of the distri-
bution. As this matrix can only e determined for events
which were accepted in the analysis, a further correction
factor was applied to account for a possible bias due to the
vvents rejected by the rieasuring process or cuts applied
it the analysis,

The mean values of the charge scparations, 8 , ¢, US-
ing the reference data set are given in Table 5 for the
detector setting of 1694.

Because the charge separations were folded with the
response of the DELPHI detector they cannot be directly
compared to the corresponding results of other experi-
ments. Only the ratios of the different Ravours should bhe
compatible. Comparing the different years of data taking,
the values change slightly. due to a different acceptance of
tracks and events from the different flavours.

The influence of the b-tagging leads to a hias in the
charge separations. A correction was determined from the
DELPHI simulation and accounts for differences in the b
efficiency dependence. At the working point of ¢, = 75%

Table 5. Charge separations as determined with the J/A
model and folded with the DELPHI detector performance of
1994

A da By d, dc
0.3 -0.1406 02392 01816 0.1677
4.5 01638 0.2870 -0.2308 01735
0.8 {11963 03340 03005 01745
1.0 02151 0.3917  -0.3408 (L1734
1.2 -0:2299  0.4220 03753 O.LTLY
2.1 -0.2708 04075 04692 0.16156

and B, = 92%, the corrections which were applied are
given in Table § for the different quark Havours.

To account for the angular dependence of the differ-
ential asymmetry, the 485, measurement is performed in
4 different bins of 8. The light quark charge separations
are extracted using the complete selected region. Correc-
tion factors to account for the different §; bins are taken
from the simulation and are listed in Table 7. These cor-
rections are small, independent of the b-tagging and show
little dependence on x and on the year of data taking.



Table 6. Correction factors due to b-tagging bias with their
statistical error on dd,u,s.c for different x's at 1he working point

for 1484 data {Cr = 6:(Fh)/d¢; Py = 92%)

Ce Goo
0721 0.05 0.86 + 0.01
074 + 0.04 0.81 £ 0.02
(.76 £ 0.04 071 £ 002
(.76 + 0.04 0.65 + 0.02
0,76 + 0.04 (0.58 + 0.03
0.76 + 0.05 047 =005

M Cd Cu

0.3 0.65 £ 008 DR0 £ 004
0.5 0.67 £ 005 D824 00
0.8 0.69 + 0.05 0.8 £ 0.04
1.0 0.70 £ 0.00 0.85 £ 0.04
1.2 0,72 = G056 D.8T + 0.04
2.1 0.75 = 10T 091 4 0.0%

Table 7. Correction [actors due (o angular dependence with
their statistical error on éy 4. for different B5 bins for 1994
Jdata (8¢ = 8(0 ) /s ) 5 = 0.8)

i Ca Cu G C
757 — A5 L3 £ 017 0.94 £ 010 1.06 £ 012 991 L (.06

65" - 75° 0.88 £ 0.16 L.O0 £ 0.10 102 £ 0.22 101 4 0.06
50° — 657 0.91 + 0.15 0.96 £ 0.09 0.95 4 0.10 104 + 0.06
357 — K0° 1.26 £ 020 L17 £ 012 0.6 £ 014 1.03 4 0.08

3.2 b charge separation

The b charge separation was measured from the widths
of the charge flow and the total charge distributions with
very small input from the simulation. This avoids a de-
pendence an the poorly knaown B hadron decays.

A single measurement of the hemisphere charge can be
regarded as sum of three independent terms:

& By

Qe = 5 -+ 5 + 5¢
where Ey¢ {=F%) is a non vanishing (positive) bias due to
hadronic re-interactions in the detector material and Sy
accouats for statistical variations of Q. thus {Syzy) = 0.
From the two equations above one obtains:

Z P = 0% 5 - akor + (QrB)°

Qr = -5t ?‘F*SF (12)

—=d uxc.b
2
+ Y PSS ED - | D PRE: | (18)
f=d,us,cb f==d u,.s,cb
MCeor

This equation describes the relation between 4y and the
other measurable quantities. Most of the right hand side of
this equation can be extracted from data. apart from the
last terms, marked with the under brace. They are numer-
ically small and can be safely estimated from simulation.
[t should be noted that the E; terms cancel completely in
{13) if P, = 1 or if E¢ is flavour independent. Left over
are the (51S;) terms accounting for the small hemisphere-
hemisphere charge correlation, which is due to charge con-
servation, the common Thrust axis and occasional particle
crossovers between hernispheres.

The right hand side of {13) was evaluated in samples
of increasing b purity, which were obtained by selecting

o -
A A k=10
T 005 [ * x=038
L Fis L & & & A0 A A8 pA
L » . L] L . & 8 a8y
[ a) :
N 1] vroados 1. T R N L
o L
=
. a i
|_ a ] 2 s . e o®
D005 - b 2
p— [—A_A_A'_A_A_A_A_L__I._‘_.h - L [ | 1 1 _:_
Lﬁ_n
- 1 .- , & & & I} &L oA Y
0.2 L} . . » & ® g ﬁ 22%
)
1] T T T T S R I R O VIR (U U P B

70. 5. %. &, 90, 95.
b purity (P} {%]

Fig. 3. Measurciment of o, {or different » values. a) - Zj’ Prri,?.
1) - Monte Clarlo correction MC o, <) @ caleulated &,

evenis lying above a certain by, value. The b charee sep-
aration can be extracted directly when subtracting the
hackgraund part Zf;éh P;8% and separating &,.

The measured &, is shown for the considered b purity
range in Fig. 3 ¢) for two different « values. In this high
purity region the resulting d, is nearly stable although
somne bias due to the applied b-tagging is expected.

The measured mean squared charge separation (Fig. 3a)
and the term deduced from the Monte Carlo, which in-
cludes the hemisphere correlation term, {Fig. 3b) are shown
in addition. Note that the points are highly correlated.
This extraction procedure was chiecked on simulated data
where it reproduced the input charge separation correctly.

The extracted §;, values used for the analysis at a work-
ing point of P, = 92% are given in Table 8 for the differ-
ent vears. The error of the charge separativn due to the
systematics of the determination of the light and charm
charge separation is always more than one order of mag-
nitude smaller than the statistical one.

As with the light and charm charge scparation cases,
the carrection factors for the different 8 bins are taken
from the simulation {Table 9). The variations of the cor-
rection factors with increasing I, and the dependence on
x are very small. Within their statistical errors they are
equal for the different years of data taking.

For completeness {rop), H (defined in (14) below)
and 0% 5 — 0%, are shown in Fig. 4, because they enter in
the determination of d,. The quantity (Qror) = 2 PrE;
was taken from the simulation because of the cancellation
effect mentioncd.

The discrepancies in the {Qror) measurement are due to
an inaccurate description of the secondary interactions in
the simulation and are considered in the systematic stud-
ies. The deviations enter in most of the hemisplere charge
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Table 8. Calculated dy values at the working point for the 4
years of data taking. The error due to the systematics of the
determination of the light and charm charge separation varies
between 0.0001 and 0 0002

year  dp(n = 0.3}
92 —0.1184 £ 0.0026
93 —0.1191  0.0031
94 --0.1166 £ 0.0017
85 —0.1176 £ 0.0030

u(r = 0.5)
—0.1470 £ 0.0029
—0.1463 + 0.0035
~0.1446 + 0.0019
—0.1452 £ 0.0033

Bu(x = D.8)
~0.1871 £ 0.0039
~0.1850 + 0.0048
~0.1843 + 0.0026
~0.1838 + 0.0046

year 5]){-'(. = 10} (5{,(?% = 12) (51,(?{. = 21)
92 -02114£0.0048 —0.2331 £ 0.0057 —0.2992 £ 0.0092
83 —0.2079 £ 0.0038 —0.2282 £ 0.0070 -0.2882+ 00114

~0.2882 £ 0.0064
—0.2854 £ 0.0111

-0.2289 4 0 0039
—0 2273 £ 0.0067

94 -0.2081 £ 0.0032
95 —0.2068 = 0.0056

Table 9. Correction factors to 8y due to angular dependence
with their statistical errors for different 84 bins for 1994 data

B Clx = 0.3} Clk =0.5) Clx = 0.8)
75° — 857 0963 = 0.010 0.965 £ 0.009 0.967 + 0.009
65° — 75% 1.008 £ 0.009 1.006 £ 0.009 1.005 £ 0.009
50 — 65° 1.024 £ 0.008 1.024 £ 0.007 1.024 £+ 0.008
38% —50° 0993 £ 0.010 0992 + 0.009 0.991 + Q.009
85 Cixk =1.0) Clr =1.2) Clk =21}
75% - 85 0.968 + 0.009 0.968 + 0.010 0.96% + 0.011
65° — 757 1005 4+ 0.009 1.006 £ 0.010 1.006 3 0.011
RO® — 65° 1.024 £ 0.008 1.023 4+ C.008 1.022 + 0.009
35% — h0" 0.991 £ 0.009 0.991 £ 0.010 G.991 £ 0.011
.02
A 0 t
2 - o Q ] o o S v T + =] oooﬁé
? 0'01:_ * . » L R TTN
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Fig. 4. A comparison of data and simulation for {Qror), H
and oF,y — c%m- with x = 0.8 for the year 1994

related abservables. The disagreement in the {Qror) ob-
servable is less limportant because the value enters only
via the numerically small Monte Carlo correction term.
A good control of the hemisphere-hemisphere correla-
tion 1s also important for the d, extraction. This correla-
tion term is strongly related to the observable (QrQp},
which includes also the discrepancies in the secondary in-
teraction description. Therefore a modified ohservable, H,
where these differences are mostly reduced by the subtrac-
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Fig. 5. {Qrp} as obtamed from data and simulation for k =
0.8 for 1994 dala

tion of the {Qror) term, is considered :
H.{QrQa) - {(Qror*/4

A sufficient agreement between data and simulation was
found and ensures the validity of the &, determination.
The remaining differences are included in the systematic
uncertainties.

o%n — 03,57 was taken from the data and the devia-
tion between data and simulation reflects that the * value
inside the simulation differs from the measured one. This
is expected and due to the difficulty of implementing the
poorly known B hadron decays in the Monte Carlo de-
scription.

(14)

4 The measurement of A5

A was determined mainly from (Qrp) using (6). To
profit from the angular dependence the calculation was
performed for 4 f#z-bins. 35° — 50°.50° — 65°, 65° — 75°
and 75° — 85°, separately and combined later in a x*-fit
procedure. {(Jrp} is shown in comparison with the simu-
lation in Fig. 5 for the full angular range. The difference
between data and simulation, which is similar for all fz-
bins, is due to different underlying charge separations as
mentioned before and to different input asymmetries.

The determination of the other quantities entering n
(6) and (9) is discussed below with the exception of the
charge separations which were discussed already.

4.1 The tagging efficiencies £ and purities P

The effects of different acceptance for the quark flavours
depending on the b-tagging applied were estimated from
the simulation. The change of the b efficiency due to sys-
tematic uncertaintics in the contents of the light and
charm flavours requires detailed systematic studies (sce
Sect. 5].

The efficiencies for light and charm quarks are taken
from the simulated data sample and enter in the mea-
surement of the b efficiency, ¢, which is mainly extracted
from the data using (9). Iy, and R. are taken from the
Standard Model prediction. The corresponding purities.
Py, are then calculated using (10).
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The contribution of charm events has to be checked in
detail because charm events have an opposite asymmetry
compared to the down type b quark. Long lived charm
fragmentation products may be found even after applying
a high cut on the b-tagging probalility. At large b purity
(F, = 92%) about 75% of the remaining background is
due to charm events. For example, the lifetimes and frac-
tions of D mescus. in ¢ events were checked carefully.

4.2 The angular correction factor i

The angular acceptance of the analysis is limited below
35% in polar angie, due to decreasing b-tagging capability,
detector acceplance and decreasing momentum resolution
of the tracking system at small angles. The part around
907 was rejected because the measurement of &, is dis-
torted due to detector material effects and in addition
docs not contribute to the asymmetry measurement. As
the differential asymmetry depends upon the polar angle.
a correction factor 4y was applied. Neglecting mass and
gluon radiation effects this correction factor can be writ-
ten as:

8 f(}l erf{cosf) cosf deost
3 fol e{cos 83(1 + cos? 8} deos

o= (15)

er{cos @) is the flavour dependent selection efficiency. As
the Thrust axis ('f) is considered as the reference direc-
tion, no QCD effects are included. For b quarks this vari-
able can be measured on data and compared te the simu-
lation.

The radiation of hard gluons and losses of particles
in the dead areas of the detector close to the beam may
cause events initially at very small polar angles & to be
accepted into the analysis. A correction for this effect.
which depends on the amount of gluon radiation, limited
angular acceptance and smearing can be calculated as:

f
FB

Srs_ (16)
Se AR

f
Mz =

In order to reduce the statistical error of this correction
n was calculated with an artificially enlarged generated
asymmetry of 0.75 assurning a perfectly forward /backward
symmetric detector. A breakdown of the different correc-
tion factors i for 1994 data is given in Table 10 in order
to depict the magnitude of the different corrections .

For the determination of the central results 7z is al-
ways used. The QCD correction term can be estimated
by the ratio n;/n; and is compatible with 1. This is to be
expected as the charge separations should include effects
due to gluon radiation.

The rather big errors for the light and ¢ quarks are due
to low statistics in the high b purity region and have little
influence on the result. The factor m; is by construction
£ independent, while 5 shows ne s dependence within
errors. Both quantities vary with increasing £, and the
values show a slight change for the different years.

® g
TL ai1r -
- 0.1 :_ T + +
0.08 + : !
i * ¥
0.06 :
i * 924data  + 94 data '
0.04 ¢ 2 93data = 95 data ' ,
a ,I.H_L“,.l,...l..11..|..|....I
70 75 80 85 90 95 100

b purity (P} [%]

Fig. 6. Results of the A%, measurement on the Z9 peak as
function of £ with statistical error for & = 0.8 for all the vears.
The horizontal line corresponds to the combined result for the
peak value

4.3 The determination of A%

4.3.1 The determination of A"?,BB with the data
on the 7% peak

The angular correction factor n was calculated separately
for the 8z bins using (16). The purities were also com-
puted for each angular bin. The 4, measurement was per-
formed using the full angular range and then corrected
for angular dependence using the simulation. The light
and charm quark charge scparations were evaluated using
an analytic approximation of the Monte Carlo fragmen-
tation model. The resulting values were corrected using
the simulation for detector effects, for the b purity depen-
dence and, analogous to &, for the angular binning. No
additional b mixing correction was applied, because this
is already included in the &, measurement. It was checked

that the Alﬁ% values extracted for the different 5 bins

are compatible. The relation between A}bB and AS, was
taken from the SM and an up/down type quark univer-
sality was assumed (A2 =A%, =A%, | AT, =41 ).
The determination was performed for 6 x values and
for the full range of P,. The results are highly correlated
in both cases. The workiug point was chosen at & = 0.8
and the values of A, in Fig. 7 in order to minimize the

total error on the A%, measurement.

For x = 0.8 the variation with P} is given individually
for all the years in Fig. 6. Note again that the data points
are highly correlated. The working point is marked by the
arrow and the central peak value is given by the horizontal

line. The extracted A%bﬁ values are stable and compatible
between the years of data taking.

For different «’s the results are given at the work-
ing point b purity in Fig. 7. Only the statistical errors
are shown. The x dependence slightly differs between the
yvears of data taking, which is due to a different detector
response.
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Table 10. Comparison between 7; and 72 for the year 1994

THavour M ik = 0.8) Ravour il 1k = 0.8)
T d 0.504 £ 0.028 0.950 & 0.0B0 u 0904 £0.032 0.856 £+ 0.055
5 G.905 £ 0,427 0912 1 0.060 ¢ 0.886 £ 0.008  0.943 +0.033

L 0.930+£0.00l  0.53040.005

1992 (0, =0.925 ) 1993 (P, = 0.924)

L4 "‘* s -"N—’

B . FB . _ m
21 eA 009710402 21 a4t 001240015
1.2 4 009610011 1.2 +OH 011310013
14 o4 G.0%:10,010 18 FOH 01120012
0.8 ¥v+ DOYSHO010 0.8 FY< D.1E3E0.012
0.5 kit 0,09350.010 05 i 0.61440.012
03 i 0.093:0.011 0.3 - 011710013
.07 0.1 0.13 00700 03

1994 (P, = 0.926 ) 1995 [F, = 0.92%)

11 v
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Fig. 7. Results of the A% measurement on the Z° for different
~ values with statistical error. For all years only the selected
working point in £ is shown.
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Fig. 8. The energy dependence of the Hnal A'}’r‘_}; results with

statistical errors in comparison with the Standard bModel pre-
diction

4.3.2 The determination of A%%, with the data close
to the 7% peak

For the years 93 and 95 the analysis of the data close to
the Z¥ peak was performed analogously to the peak data
measurements of the same year. Using simulation it was
checked that most of the quantities entering in (6} are en-
ergy independent within statistical uncertainties. There-
fore only {Qrp) was calculated for the data ahove and

Table 11. Summary of all A%} measurements with their sta-
tistical error

year  # of events /s [GeV] A%
92 505380 9128  0.095 % 0.010
— 65620 85,43 0.083 £ 0026
93 346739 91.23 0.113 £ 0.012
96528 93.01 0.104 £ 0.023
g1 986579 91.20 0.098 + G.O0OT
) 60652 8044 0.049 0026
95 321947 91.29 0.088 £ 0.012
98815 92.90 0.138 £ 0.4021

below the 2% peak separately. All other quantities were
evaluated with the peak data or its corresponding simu-
lation. It was checked that the b charge separation, ex-
tracted with the data at the Z° peak, can be used safely
for the data close to the Z0.

4.3.3 The final results of the AEES measurement

The A%, measurements are summarized in Table 11. The
results are given with their statistical error at the different
average centre-of-mass energies at which LEP has run.

Combination of these measurements accounting for
common errors leads to the final A, resuits for the data
recorded on and close to the Z° peak. Details on the sys-
tematic studies are described in Sect. 5.

ABY (80 55GeV) = (.068 + 0.018(stat.)
$0.0013(syst.)

ALE(91.26CeV) = 0.0982 + 0.0047(stat.)
F0.0016{syst.)

AW (92.94GeV) = 0.123
+0.016(stat.) £ 0.0027 (syst.)

The energy dependence of these final A%, results is shown
in Fig. 8 The curve shows the energy dependence of the
Standard Mode] prediction, which is in good agreement
with the data points, given with their statistical errors
only.
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5 Systematic uncertainty estimation

5.1 Systematic uncertainties introduced
by the b-tagging

In order to determine the sysiemalic uncertainties of the
Fr Lhe quantities entering in (9) were individually stucied
and varied.

o0 was set to the Standard Model valies 13.1720
(12158 and changed by +3% (20.5%) for svstematie
studies. The dependence of the measured asymnietry val-
wes on H. or Ry is approximately linear. The chosen vart-
alion results in systematie uncertainties, which are given
in Table 13

The efficiencies for light and charm quarks enter also
and a careful study was done as proposed in [16,. Both
tqus and ¢, depend on the detector performance and were
treated for each year separately, as well as the tuning of
the b-tagping. Different influences on ¢4, were studied:

— The gluon splitting into ¢ or bb pairs insde light
quark events. A change of +25% for each channel was
taken into account [16]. These splittings lead to life-
time information and enter into the b efficiency mea-
surgmentr.

— The K" and A content in light quark events was var-
1ied by £10% as these contributions may bias the b-
tagging.

— To estimate the effect of the detector resolution the
probability depending only on the impact parameter
information for positive and negative measured im-
pact parameters was used. The difference between the
number of events fulfilling the same cut on the event
probability distribution for negative measured impact
parameters in data and Monte Carlo gives an estimate
of the resolution contributing to €445 in the associated
bin of the by, distribution and it corresponding b ef-
ficiency.

The tagging efficiency ¢, inside the b enriched sample is
more substantial than the contributions mentioned before.

— The fractions of D meson production in ¢ events were
systematically studied according to the procedure pro-
posed in [16]. The uncertainties were estimated by
varying the corrected values inside the uncertaintics
given in Table 12. Bach systematic shift of the D7,
D., A. contribution was compensated by the D® frac-
tion, therefore no extra error is given in that case.

~ Shifts induced in ¢y, arising from the uncertainties of
the D Jifetimes were estimated by varying the corrected
lifetimes within the errors quoted in Table 12,

-~ The influence of the uncertamnty of the average scaled
momentum (A g} of the D's was studied by re-
weighting the events such that the resulting {Xg}
changes by 42% corresponding to the uncertainty of
the measurement 0484 + 0.008 [16}. This measure-
ment was corrected to a level of no charm preduced
in gluon splitting events. Nevertheless for systematic
studies the 2 or 6 fastest D mesons were taken into
account and the resulting variation on the asymmetry
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Table 12. Measurement of D meson fraction inside ¢ quarks
and of their lifetimes

D-Meson [fraction lifetime [ps|
B 0.600 0.415 + 0.004
Dt (1.233+£0.027  1.057 £ 0.015
D, 0.10240.029 0447 £ 0.017
A 0.063+0 028  0.206 £ 0.012

turns out to be equal within errors. Everts with 2 D
miesons are those withont ¢ quarks produced in gluon
splittiung while those with 6 included most of the gluon
splitting events,

— The exents were re-weighted accarding to the branch-
ing 1atio D— KX, depending ou the pritary T2 resou
inside the ¢ events [19]

— The charged multiphcity o chanm events way varier|
according to the inclusive topological hranching vatios
measured for D®. D’ and I, [17].

5.2 Systematic uncertainties introduced
by the #-factor and the QCD correction

For the determination of the central A%, the definition 7}
was always used. As mentioned in Sect. 4.2, 1wo different
definitions of n' are reasonable. For an estimate of the sys-
tematic uncertainty coming from the selection and the cut
in the acceptance region, nif was also considered. The ad-
vantage of this definition is that 5 can be caleulated from
the data and from the simulation. A maximum difference
of 0.5% at P, = 92% was found considering all years. For
the light and ¢ quarks a conservative systematic error of
5% was taken into account, which is the maximum dif-
ference between rﬂ#b and n;#b, where both numbers were
calculated from simulation. The statistical error of all #f

calculations is included in the statistical error of the 4%%
measurement.

Systematics coming from the Thrust axis resolution
were studied and found to be negligible. The experimen-
tal thrust axis resolution, when applying the angular ac-
ceptance cut, caused an excess of small angle events to
enter the acceptance region. The related bias on A%, was
estimared with simulation.

5.3 Systematic uncertainties introduced
by the dusc charge separations

As mentioned in Sect. 3.1 the uncertamty duc to the
charge separations was divided into three different sourccs.
The precision of the interpolation procedure, the uncer-
tainty due to the Monte Carlo parameters and the uncer-
tainty due to the choice of the input distributions. The
first saurce gives negligible effects on the result. The sec-

ond was treated by repeating the A% extraction with
{6) with 50 different parameter settings fulfilling the x?
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2 - . . L, . .
Table 13. Systematic uncertainties and their influence on the A%y determination

AALE, x 107

Contribution

AA 102 A%y x 107

peak peak - 2 peak + 2
ﬂargc SEPAration dg ... T 0014 +0.01) +0.0]7
Angular correction +0.037 +0.024 +0.045
e F0.5% +£0.001 +0.001 10.001
R+ 5% +0.042 +0.016 £0.060
H charge correlation +0.110 £0.076 +06.160
hadronic interaction 0.0 =008y +{).050
AF ARG (8 40.002 +0.015 +0.060
Dutector resclution (light.charm)  £0.071 +0.029 *0.170
" Cluon splitting g — c& +0.005 T 10002 +0008
Gluen splitting ¢ - bb +0.006 £0.002 40.010
K%, vanation F0.020 T0.006 F0.027
DT fraction in cf +0.032 +0.013 +{.048
D, fraction in o€ +0.003 +0.003 +0.005
A fraction mn ¢ F0.022 T0.008 F0.038
D°.13".D.. 1. lifctimes £0.016 +£0.004 +0.015
{X g} ifragmentation) TOO28 L0 007 FO0.042
[} decay multiplicity FO.015 F.004 F(LO19
BR(D— K"'X) +0 020 +1.006 +0.030
total systematic error +016 + 0.13 + 0.27

rut. Note that the errors of the input data have been en-
targed in order fo account for additional systematic er-
rors of the data or the imperfect model description. Using
the refercnce data set the resulting systematic error on
the asymmetry is small. The third was studied by solving
this equation with 13 different charge separation data sets
tuned separately by using different input distnbutions. It
turns out that the influence of the different data sets is of
the same order.

The generated charge separations were folded with an
acceptance matrix to account for the influence of the de-
tector response. In a second step a linear correction was
applied to account for a possible bias due to the selection.
Variation in both steps of the acceptance correction lead
te, 4 negligible effect on the asvmmetry results.

Several correction factors were applied to the light and
charm charge separations. Their statistical errors are con-
tained in the statistical error of the final A% measnre-
ments. The same treatment was performed to the anale-
gous correction factors applied to the by charge separation.

5.4 Systematic uncertainties due to detector effects

The hemisphere-hemisphere correlation term (5755} is
mainly given by H for which a discrepancy of about. 20%
between data and Monte Carlo was found {depending on
the year). As systematic uncertainty for this correlation
term the same order of magnitude was assnmed.

To account for inacrurate description of hadronic in-
teractions, the tracks have been reweighted in such a way.
that {Qror) in the simulation becomes equal to the cor-
responding data value. The full analysis has been per-

formed and the difference in the A%y measurement has
been taken as systematic uncertainty.

The value of the material asvinmetry in the detector,
A%t and its associated uncertainty, AAY' are deter-
mined from a measurement of the hadronic re-interaction
in the data. It is found to be 0.02 £ 0.17% and well re-
produced in the simulation. The systematic uncertainny
on the charge flow measurement is taken to be A{Qpp) =
AA%L Q1 1) The corresponding systematic uncertainty

on A% is found to be less than 1077,

5.5 Systematic uncertainties due to other effects

The relation between A% and ATy was taken {rom the
SM prediction. For the analysis performed on the Z¥ peak
this relation factor was varied hy 2%. The correspond-
ing systematic uncertainty is very small. For the measure-
ment close to the Z°% peak a bigger variation of 10% was
assumed.

All the relevant systematic error contributions are
summarized in Table 13,

6 Conclusions

A measurement of AYg using an impact parameter tag
and a jet charge technigue was performed. The analysis
includes a data sample of 3.5-10% hadronic events collected
with the DELPHI detector from 1992 to 1995. The data
were analysed as a function of the polar angle in a high b
purity region of 92%. The asymmetries for the individual
years of data taking were measured.
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Combining these independent measurements at the
different. centre-of-mass energies at which LEP has run
vields

ABB(R0.55GeV) = 0.068 + 0.018 (stat.)
+0.0013(syst.)

AVL(41.26GeV) = 0.0982 + 0.0047(stat.)
10.0016(syst.)

AE 192.94GeV) = 0.123 £ 0.016 {stat.)
+0.0027(syst.)

These measurements are combined taking common er-
turs into account. Applying corrections for QED and pho-
ton exchange derermines the result of the pole asymmetry
1a he [“J
(11012 + 0.0047.

0ok
4 Fo =

This asymmetry corresponds to an effective weak mix-
g angle given b

sinfly = 0.23186 + 0.00083 .

Both results are in good agreement with the S and
compatible with the recently published data of other ex-
periments [18-20] and the previous DELPHI result [21].
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