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Abstract. The partial decay width of th& to bb quark The two first methods have been published recently [3]
pairs has been measured by the DELPHI detector at LEP. Bdsing data from the 1991 and 1992 running periods, and
hadrons, containing-quarks, were tagged by several meth- are updated here using 1993 data. The third one, using the
ods using tracks with large impact parameters to the primaryi992 and 1993 data, updates the 1991 result [7]. The three
vertex complemented sometimes by event shape variables @nalyses are combined, taking into account correlations.
using leptons with high transverse momentum relative to the

hadron. In order to reduce the systematic uncertainties, in all

methods theé-tagging efficiency has been extracted directly 2 The DELPHI detector

from the data. Combining all methods, the value:

Ly _ The DELPHI detector and its performance have been de-
Thad 0.2216:+ 0.00166tat ) + 0.00216yst.) scribed in detail in [8, 9]. Only the details most relevant to
was found, where thec production fraction was fixed to its this analysis are mentioned here.

Standard Model value. In the barrel region, the charged particle tracks are mea-
sured by a set of cylindrical tracking detectors whose axes
are parallel to the 1.2 T solenoidal magnetic field and to the
beam direction. The time projection chamber (TPC) is the
main tracking device. The TPC is a cylinder with a length
of 3 m, an inner radius of 30 cm and an outer radius of 122
cm. Between polar angle8, of 39° and 14t with respect

) ) to the beam direction, tracks are reconstructed using up to

In the past all LEP experiments have.publlshed accuratg g space points. Outside this region {2b 3% and 147%
measurements of the relative decay width of #ie into o 15¢) tracks can be reconstructed using at least 4 space
B-hadrons R = F’;b:d [1-5]. ExperimentallyR) can be ob-  points.
tained with only very small corrections from the ratio of Additional preciseR$ measurements, in the plane per-
cross section®, = o(ee” — bb)/o(e*e” — hadrons). pendicular to the magnetic field, are provided at larger and
The average value oR? [6] disagrees by about two stan- smaller radii by the Outer and Inner detectors respectively.
dard deviations with the prediction of the Standard Model. The Outer Detector (OD) has five layers of drift cells at radii
To resolve the question of whether this deviation is real,between 198 and 206 cm and covers polar angles from 42
new analyses including more data are needed. This papeo 138. The Inner Detector (ID) is a cylindrical drift cham-
presents three measurementsAyf using data taken up to ber having inner radius of 12 cm and outer radius of 28 cm.
1993 with the DELPHI detector at LEP. It covers polar angles between28nd 152. It contains a jet

The first analysis exploits the long lifetime of B-hadrons: chamber section providing 28 coordinates, surrounded
b-quark hemispheres are tagged by the presence of largay five layers of proportional chambers giving ba¥® and
impact parameter tracks. Comparing single and double tatpngitudinal z coordinates.
rates, R, can be measured together with thagging effi- The micro-vertex detector (VD) is located between the
ciency. The second analysis uses the same tagging methadEP beam pipe and the ID [10]. It consists of three concen-
as the first, however the tagging efficiency is obtained fromtric layers of silicon microstrip detectors at radii of 6.3, 9
hemispheres opposite to a high lepton. R, can then be and 11 cm from the beam line. For all layers the microstrip
measured from the single tag rate. Since the statistical predetectors provide hits in th&®-plane with a measured in-
cision is determined by the events having both an impactrinsic resolution of about &m. The polar angle coverage
parameter tag and a lepton tag, the statistical correlation bder charged particles hitting all three layers of the detector
tween the two methods is small. The systematic uncertaintiess 42.5 to 137.5.
are also largely different. Since the tagging method is rather The barrel electromagnetic calorimeter (HPC) covers po-
simple, the tagging efficiency for light andquark events lar angles between 42nd 138. It is a gas-sampling device
can be estimated reliably from simulation. In contrast, thewhich provides complete three-dimensional charge informa-
third analysis uses a sophisticated tagging method combiningon in the same way as a time projection chamber. Each
thirteen vertex and event shape variables in a multivariatesshower is sampled nine times in its longitudinal develop-
approach, so that all efficiencies can be estimated from datanent. Along the drift direction, parallel to the DELPHI mag-
using a complex least squares fit. netic field, the shower is sampled every 3.5 mm; in the plane

1 Introduction
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perpendicular to the drift the charge is collected by cathode — the summed energy of the charged particles had to be
pads of variable size, ranging from 2.3 cm in the inner part  larger than 15% of the centre of mass energy, and at
of the detector to 7 cm in the outer layers. The excellent least 3% of it in each of the forward and backward hemi-

granularity allows good separation between close particles spheres with respect to the beam axis.

in three dimensions and hence good electron identification o ) ) )
even inside jets. The efficiency to find hadroni& decays with these cuts

In the forward region the tracking is complemented by Was about 95% with only very small bias towards a specific
two sets of planar drift chambers (FCA and FCB), at dis-flavour, and all backgrounds were belovd %.

tances oft165 cm and275 cm from the interaction point. About 700000 hadronicZ decays have been selected
A lead glass calorimeter (EMF) is used to reconstruct elecfrom each of the 1993 and 1992 data samples, where the

Muon identification in the barrel region is based on a sett0 different requirements on the detector availability. The
of muon chambers (MUB), Covering po|ar ang|es betweenrano- of the _CI’OSS SE(_:'[IOﬁ — bb to the total hadrOF_HC Cross
53 and 127. It consists of six active cylinders of drift Section varies very little at centre of mass energies close to
chambers, two inside the return yoke of the magnet aftethe Z mass. Thus no selection on the centre of mass energy
90 cm of iron (inner layer) and four outside after a further has been made. However the validity of this assumption has
20 cm of iron (outer and peripheral layers). The inner andPeen tested in Sects. 4.4 and 6.2. A sample about twice the
outer modules have similar azimuthal coverage. The gaps iffata statistics o2 — ¢q events has been simulated using
azimuth between adjacent modules are covered by the pdbe Lund parton shower Monte Carlo JETSET 7.3 [11] (with
ripheral modules. Therefore a muon traverses typically eitheParameters optimized by DELPHI) and the DELPHI detector
two inner layer chambers and two outer layer chambers, ofimulation [9]. In addition dedicated samples &f— bb
just two peripheral layer chambers. Each chamber measuréd/ents have been generated. The simulated events have been
the R® coordinate to 2-3 mm. Measuring® in both the passed through the same analysis chain as the real ones.
inner layer and the outer or peripheral layer determines the
azimuthal angle of muon candidates leaving the return yoke
within about+1°. These errors are much smaller than the4 The impact parameter analysis
effects of multiple scattering on muons traversing the iron.

In the forward region the muon identification is done Us- The method used for this measuremeniRyfis nearly iden-
ing two sets of planar drift chambers (MUF) covering the (ic5) to the one described in [3]. The basic feature of the

angular region between 1nd 45. The first set is placed  method is the extraction ok, from the comparison of the
behind 85 cm of iron and the second one behind an add"single and double tag rates:

tional 20 cm. Each set consists of two orthogonal layers of
drift chambers where the anode is read out directly and the

cathode via a delay line to measure the coordinate along th&y = Ry, - €, + R. - €. + (L — Ry — R.) - €yds, Q)
wire. The resolution in both coordinates is about 4 mm.  p. =R, . {2 +pp- (e — )} + R - €
+(1— Ry — R.) - 245, )

3 Event selection where Ry is the fraction of tagged hemispheres aRg

éhe fraction of events in which both hemispheres are tagged.

The criteria to select charged tracks and to identify hadroni , is the efficiency to tag a hemisphere originating from a

Z decays were identical to those described in [3]. Charged

particles were accepted if: primary quarkq (¢ = b,c,uds). The factorp, = :b({i:f)
— their polar angle was between 2and 160, accounts for hemisphere correlations in the tagging efficien-
cies forb quarks, Wheregd) is the double tag efficiency for
— their track length was larger than 30 cm, b events. For the other quark species, these correlations can

safely be neglected. If,, €¢,4s ande. are calculated from
— their impact parameter relative to the interaction pointthe simulation andz. is imposed from other measurements
was less than 2.5 cm in the plane perpendicular to theor from the Standard ModeR, ande, can be measured si-
beam direction and less than 10 cm along the beam dimultaneously from the data. Thus a good knowledge of the
rection, details of B-hadron decays is not needed.
As the b-tagging variable, the probability’y that all
— their momentum was larger than 200eV/c with rela- tracks from a hemisphere originate from a common primary
tive error less than 100%. vertex was used; this is identical to the tagging variable
described in [3]. Where to cut iy is arbitrary; for the
results presented here, the cut that minimizes the total error
fias been chosen.

In the following, only the features different from the
1992 analysis will be described in detail. Since for the
measurement of impact parameters the VD is essential, the
— at least 7 reconstructed charged patrticles, method is limited to events with most tracks inside the VD

acceptance. For this reason a cut|@0sf;,,,s:| < 0.65 is

Neutral particles detected in the HPC were required to hav
measured energy larger than 700eV, those detected in
the EMF larger than 400/eV.

Events have been selected by requiring:
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Table 1. Systematic errors of light quark efficieney, ;s Table 2. Systematic errors of charm quark efficiency
Source of systematics Range A€ygs X 10¢ Source of systematics Range Aee x 104
MC statistics +0.5 MC statistics +2.0
Detector resolution +0.8 Detector resolution +4.0
KO Tuned JETSEE10% +0.4 DO fraction in @ events 657+ 0.053 +0.6
Hyperons Tuned JETSET10% +0.1 D™ fraction in @ events @48+ 0.037 +9.3
Photon conversions _ +30% +0.1 (D° + D*) fraction in @ events B0+ 0.07 +5.0
Gluon splittingg — bb (0.16 + 0.08)% +0.7 Ds fraction in @ events 12+ 0.05 +4.3
Gluon splittingg — cc (1.5+0.8)% +0.3 D decay multiplicity 253+ 0.06 +3.8
Total +1.3 BR(D — K°X) 0.464 0.06 +6.5
DO lifetime 0.420+ 0.008 ps +14
D* lifetime 1066+ 0.023 ps +1.9
applied. This cut is harder than the one applied in [3], be- Ds lifetime 04507 o6 PS 414
cause in 1993, due to some inconsistency in the VD position ¢ lifetime 0.191% o5 PS +00
between data and simulation, the description of the edge of <ngg(|c» 0.49+0.02 iﬁ'g

the VD acceptance was slightly inaccurate.
Since for this analysis a good description of the data by

the simulation forudsc quarks is required, some tuning of

the impact parameter distribution in the simulation has to

be performed. Th|s_ proce_dure has be_en refmed with respe Il other sources of systematic error have been estimated as
to the 1992 analysis, basically by taking into account Sma”suggested in [6]

inhomog_eneities in the azimgthal angle [12]. This leads to The correlation between hemispheresbirevents was
substantially smaller uncertainties due to the underStand'n%valuated from the simulation to be
of the detector resolution.

the same in data and simulation, the difference in the res-
lution curve reflects the difference in the true resolution.

pp = (—1.28+ 0.13(stat.) £ 0.09(syst.)) x 102 5)

4.1 Estimates of efficiencies and correlations where the systematic error was evaluated as follows. The
correlation can be described mainly in terms of four sources:
The analysis was performed at many different cut values.
The total error was found to be almost constant for cuts
between log, Py < —2.7 and log, Py < —2.9. For harder
cuts, the contribution of the statistical error to the total error
is larger. Therefore the hardest of these cuts was chosen, to
decrease the correlation between this analysis and the others.
With this cut, the values of the ndnefficiencies ¢,
€uds) and the hemisphere correlatiop,) were extracted
from the simulation, and the possible sources of uncertain-
ties were included as systematic errors. In many cases, input
parameters have to be chosen from measurements not made
at LEP (branching ratios, lifetimes etc.). The LEP experi-
ments have agreed on a common set of all these parameters,
and on a procedure to evaluate the errors arising from them
[6]. In all cases these recommendations have been followed.™
The values of the efficiencies were found to be:

— radiation of hard gluons: this source acts in two ways.
Due to gluon radiation, energy is taken away from the
B-hadrons. Since the resolution is largely determined by
the multiple scattering in the beam pipe, this lowers the
tagging efficiency, which leads to a positive correlation.
In about 2% of the cases both B-hadrons are boosted into
the same hemisphere, leading to a negative correlation.
the polar angle of the thrust axis: as the polar angle is
varied, both jets tend to be in a region of either good or
less good VD acceptance simultaneously, which leads to
a positive correlation. Since a much harder cut was im-
posed on the polar angle of the thrust axis in this analysis
than in [3], this source was reduced to a negligible level.
the azimuthal angle of the jets: due to dead or noisy
modules in the vertex detector, the efficiency was not
completely independent @f. However in the data sam-
€uds = (0.260+ 0.013) x 1072, ) ple presented here, most modules were highly efficient.
€. = (1.67+ 0.15) x 1072, (4) — biases of the fitted production vertex relative to the true

. . . . 7 decay point due to the inclusion of tracks frante-
The different sources of systematic uncertainties are given cays lead to a negative correlation.

in Tables 1 and 2.

Light quark events are tagged mainly because of staFigure 1 shows the total correlation as a function of the
tistical fluctuations, which are present in the same way forcut value, together with each of these four components and
positive and negative impact parameters. The systematic etheir sum. In the region that is used for the analysis, the total
ror on €,4s coming from the differences in resolution be- correlation is well described by the sum of the components
tween data and simulation has therefore been estimated disted above.
the difference of the tagging efficiencies in data and in sim-  To obtain the systematic error on the correlation estimate
ulation when the hemisphere probabilities were computedrom the simulation, the fraction of tagged events was mea-
using tracks with negative impact parameters. sured as a function of the relevant variable in data and in

Charm events, on the contrary, are tagged becaussimulation using all events. From this, the correlation due
charmed particles have detectable lifetimes. The effect oto that single variable was calculated. The result was scaled
the detector resolution on. can be estimated by using in by the ratio of the correlations ibb events and in all events
the simulation the calibration curve obtained from the data.obtained from the simulation. The larger of either a) the dif-
Since the assignment of errors to the impact parameters iference between the data and simulation measurement, or b)
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Fig. 1. Total hemisphere correlation and individual contributions as a func- Fig. 3. Hemisphere correlation due to vertex bias. The closed and open
tion of the cut value log, Py points show (for data and simulation respectively) the values obtained with
the procedure described at the end of Sect. 4.1

0.015
a L Table 3. Systematic errors on the correlation factgr
o dat Source of systematics Apy x 10
aa i # % * Resolution function +1.0
| Polar angle acceptance +2.2
0.01 | o MC i i i Azimuthal angle acceptance  £3.9
% Hard gluon emission +6.3
| * # i Vertex bias +4.8
I (H; Total +9.2
0.005 é g
: ¢¢¢Q L4
) L quark events. It should be noted that the agreement between
L data and simulation is not affected either by tagging or not
oL e e ) tagging on the opposite hemisphere, or by using the signed
-5 -4 -3 -2 -1 0 L. .
log, Py or the normal thrust. As an additional cross-check, the hemi-

sphere correlation was calculated using 1 million hadronic
Fig. 2. Hemisphere correlation due to gluon radiation. The correlation ob-Z decays generated with the matrix elem_ent option Of the
tained from the signed thrust is shown JETSET Monte Carlo program [11]. Within the statistical
errors, the same correlation was found.

To estimate the correlation due to the vertex bias, a pri-
the statistical error on this difference, was taken as the erromary vertex was found separately for each hemisphere of
estimate. However, for Igg Py < —2.9 the statistical error each event, using the beam spot information and the tracks
was always larger than the difference. in the hemisphere that had been used to reconstruct the com-

In the case of gluon radiation, thrust was used as thénon primary vertex. The correlation was calculated as func-
testing variable. To account partly for the cancellation of thetion of the distance between the two hemisphere vertices.
two different effects, the thrust was signed in each hemi-This distance was signed by comparing how far downstream
sphere to be positive in the hemisphere with the larger inthe vertex moved when the beam spot was removed from the
variant mass and negative in the other one. To verify thavertex fit: it was positive in the hemisphere where the move-
this procedure gives a reliable estimate of the uncertaintynent downstream was larger and negative in the other one.
due to gluon radiation, several tests were made with theSince this distance is itself an efficiebttagging variable,
Monte Carlo. Events were rejected if they had a) bsth ~ the correlation observed is strongly affected by the pres-
in one hemisphere, b) a thrust value less than 0.96 or c§nce of light quark events. Therefore a hemisphere was used
more than 3 jets. In each case, the total hemisphere cot©® measure the vertex bias correlation only if the opposite
relation and the single source correlation from thrust werehemisphere was tagged a$ aemisphere. The correlations
calculated, and compared with the values obtained from alextracted from data and simulation are shown in Fig. 3. The
events. In all cases, the change in the single source correl&0rrelation obtained by this method is not exactly equal to
tion obtained from thrust was larger than the change in thdhe one labelled “vertex bias” in Fig. 1. However, since it
total hemisphere correlation. Thus all simulation problemsiS used only to extract a systematic error, small distortions
of these types would have been detected by the compariso?f this Q|strlbutlon .Wlth respect to the true “vertex bias”
made between data and simulation. Figure 2 shows the coforrelation are not important.
relation obtained from the signed thrust, when tagging on  The different sources of systematic error gnare listed
the opposite hemisphere to reduce the distortions from lightn Table 3.
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Table 4. Sources of errors for the measurementif acceptance. The uncertainty in the vertex bias is strongly

Error Source ARy, x 10° connected with the uncertainty in the B-hadron lifetime.

Statistical error +2.9 Therefore the vertex bias error in this analysis was as-

Light quark efficiency ~ +0.8 sumed to be fully correlated with the error labelled “B-

ggzLTaSZf;‘cuency iig hadron lifetime” in [3]. The errors related to azimuthal

Total a1 dependences were assumed to be uncorrelated, since the
dependences arise mainly from dead VD modules, which

- 026 are repaired year by year.

o

— The tuning of the resolution function in the simulation
is done year by year by comparing the simulation with
the data, so the errors due to the uncertainties in the res-
olution functions were also assumed to be independent.

— The errors due to the modelling of the light and charm
qguarks were assumed to be fully correlated.
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With these assumptions, the result for the combined 1991/92/
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93 data is:
016 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ Ry, = 0.2219+ 0.0018(stat.) + 0.0028(syst.)
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Fig. 4. The value of R, with its total error as a function of the cut on
|09, Prr- The horizontal line corresponds to the value measured at the4
reference point, log Py < —2.9. The thin error bar corresponds to the ™

total error, the thick one indicates the error on the changB;rfrom the .
value at the reference point In 1993, data were taken at three different centre of mass

energies {/s = 89.49, 91.25, 93.08 GeV). As photon ex-

change andy — Z interference are strongly suppressed at
4.2 Resllts energies close to th& resonanceR;(v/s) is predicted to be

almost constant in the Standard Model. HoweverRjf is
700000 hadroniZ decays were selected, of which 413671 affected by the interference of thewith a Z’ almost degen-
passed the cosf;.s:| cut. Of these, 42537 single hemi- erate in mass, as recently suggested by Caravaglios and Ross
spheres were tagged and 3930 events were double taggéti], some energy dependence can be expected if the mass
for log,q Py < —2.9. The bias towards events in the event and width of theZ’ are not exactly equal to those of tie
selection was found to be very small, 704 0.31)- 103, Since theb-tagging efficiency varies only very little within
and was corrected for. Using the above values of the effithe energy range considered here, no complicated single to
ciencies and the correlation, with their errors, the measure@iouble tag comparison is needed to meaSHbré%(\/s)

4 Energy dependence

- .25 GeV)*
value of Ry is: Instead, simply the ratio of the fraction of tagged events
Ry = 0.2218+ 0.0029¢stat.) + 0.0029¢yst.) can be used, with small corrections due to changes in the
R. —0172 b-tagging efficiency and almost negligible corrections due
—0.022 CO 17'2 . (6) to background. These corrections were calculated using the

Monte Carlo simulation. The measurement was performed
The b hemisphere tagging efficiency was found todge=  using event probabilities instead of hemisphere probabili-
0.210+ 0.003, compared te, (M C) = 0.209 obtained from  ties. Several different values of the event probability cut
the simulation. The breakdown of the error for the given cutwere used, and a minimum statistical error was found at
on Py is given in Table 4. log,, Pr < —1.6. At this value of the cut, thé-tagging ef-
As a cross-check of this measurement, the comparisofficiency varied by a relative amount &f0.5% with respect
of Ry values for different tagging cuts is given in Fig. 4. to that at theZ peak and was about 70%, while the effi-
The measured value aR, is stable over a wide range of ciency to tage (uds) events was about 20% (4%). To avoid
variation of the cut value and therefore of the efficienciesany systematic uncertainties due to time dependence of the
and of the correlation. b-tagging efficiency, the data taken in the first part of the
year, where LEP ran only af(s) = 9125 GeV, on theZ
peak, were neglected. With these requirements the following
4.3 Combination with the 91/92 analysis ratios were found:

= Ry(8949 GeV) —_ 99824 0.01
In order to combine the analysis presented here with a similar f,(91.25 Gev) °

one published in [3], the following assumptions were made. R, = (352 GeV) =0.997+ 0.016

— All statistical errors were assumed to be independent. The error is statistical only, including the limited Monte

— The errors in the hemisphere correlations due to hardCarlo statistics at the off-peak points. All systematic un-
gluon emission were assumed to be fully correlated be<certainties were found to be negligible. The Standard Model
tween the two results, as were those for the polar anglgredicts a ratio of 0.997 (0.998) fét_ (R-). Figure 5 shows
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selection in the hemisphere opposite to the lepton. To extract
the efficiency of the lifetime tags with adequate precision,
accurate knowledge of the flavour composition of the lep-
ton sample, as expressed by the coefficignsis required.
Section 5.1 is devoted to this topic.

The coefficients:{ account for the correlations between
L the impact parameter and lepton tags in opposite hemi-
89 9% 91 92 93 spheres, and were computed by simulation. Due to the small-
ness of the contamination fromand light quarks, only the
Fig. 6. Ratio of the off-peak and on-peaR, values as a function of/s. k”OW'edge Ofci’ was relevant for the me_asurement. With
The solid line shows the Standard Model prediction the requirement log Py < —2.5, the efficiencies for tag-
ging the different flavours and the correlation coefficieht

. ) were estimated in the simulation as:
the stability of the measurement with respect to the cut value.

Figure 6 compares the result with the Standard Model pre; , = (0.71+0.01)%
diction. c. = (3.63+ 0.04)%
¢? =1.014+ 0.008+ 0.005

5 Mixed tag analysis

This analysis used the impact paraméiéagging technique g systematic uncertainty on the correlation coefficiént

desc(glbe(_j in Sect. 4i bu]E the efﬂmen_c;r/] O(; 'ghe tag_vlvas Me8jyas determined in the same way as that on the correlation
sured using a sample of events enriched in semi-leptlnic oy in the impact parameter analysis.

decays. The track and event selections, including the polar The total data sample after all cuts consisted of 426786

angle cut, were basically identical to the ones used in Sect. 4. : . : ;
The lepton identification methods are described in [3]_events, in which 67717 hemispheres were tagged with the

To increase the fraction of events in the sample, a cut above probability cut. 11204 events with a highlepton

was applied to the transverse momentum of the lepton with/é€ found, 2891 of which were alsetagged. From these

respect to the axis of the jet, after removal of the Ieptonnumbers the values:
itself (p¢“*). The cutpy“* > 1.5 GeV/c was used. Ife, is data _ 0
the probability of tagging one hemisphere using the impacte” = (3063+0.51)%

parameter technique when a flavauis produced in theZ Ry, = 0.2240+ 0.0039

decay, and?, is the fraction of events from the flavoyrin ) o

the lepton subsample, then were derived, where the errors are only statistical. The value
of ¢, given by the simulation was (380 + 0.05)%. As the

fi= GgRb t el + ﬁudsR;ds’ (8)  cuton the leptorpg“t is an arbitrary parameter, chosen to

f2 = dePy + cjecPe + ¢ eudsPuds, minimize the total error, the variation of the, value when

wheref, is the fraction of hemispheres in hadroficevents ~ changing thep*! selection was checked. Figure 7 shows
tagged by the impact parameter selection, #nis the frac-  the result of this test.
tion of semileptonic decays tagged by the impact parameter The systematic errors will be discussed in Sect. 5.2.
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Table 5. Systematic errors (%) on the purify, of the lepton sample when  Table 6. Contributions to the total error in the mixed tag analysis
the selectionp*t > 1.5 GeV/c was applied to the lepton transverse

momentum Sou_rcg of error 6Ry,
Statistical 0.0039
Source AP, Py 0.0024
Monte Carlo statistics 0.31 P. 0.0003
Lepton Fit 0.36 Resolution Function 0.0011
Model b — 1 0.39 Vertex-lepton correlations  0.0022
Model ¢ — [ 0.31 Charm efficiency 0.0019
b—1—1 0.03 uds efficiency 0.0006
b—c—1 0.02 Total 0.0056
b— J/W —1 0.03
c—1 0.34
e misidentification 0.12 -
1 misidentification 0.14 Sect. 2). In consequence, when a jet happened to fall near

¢ identification efficiency ~ 0.02 the border of the sensitive region of the VD, the probability
w identification efficiency ~ 0.04 of missing the lepton in the opposite hemisphere was higher.
This induced a positive correlation between the two tags.
The contributions due to the uncertainties in the purity
5.1 The composition of the lepton sample of the lepton sample were then added to the total error.
Table 6 gives the detailed contributions of all the sources of
A fit to the single and di-lepton distributions (performed on uncertainty considered above. Thus the final result from the
the 1993 data sample by the method discussed in [3]) al1993 analysis is
lowed a precise determination of the fractioRs and P, _
of events fromb and ¢ quarks in the lepton sample. These Ry, = 0.2240+ 0.00396tat.) & 0.00406yst.)
fractions (called “purities” below) were computed as a func- _0.01536 - 0172 (9)
tion of p¢“!, in the subset of hadronic events selected for 0172
the impact parameter analysis. The most energetic candidate
was used when more than one lepton was found in the event
(due to the highpy“* cut, this applied to less than 1% of the 5.3 Combination with the 1992 analysis

cases). The requiremepf“t > 1.5 GeV/c was applied in
order to minimize the overall error oR,. The purities of  In order to combine the results of this analysis and the 1992

the sample were estimated as: one [3], all the statistical uncertainties were treated as inde-
pendent. For the combination of systematic errors:

P, =(8117+0.79)% o
P, = (9.56+ 0.76)% — The errors on the two analyses due to gluon radiation
were considered to be fully correlated, as were for those
Table 5 shows the contributions to the total error Bn due to detector acceptance.
P, is affected by the same sources of uncertaintyPas — The errors on the resolution functions were assumed to
but the biggest contribution to its error is that due to the  be independent, as for the lifetime analysis; the other
uncertainty in the amount of the hadron background in the  uncertainties on the charm and light quarks efficiencies
lepton sample. were treated as fully correlated.
— The errors on the lepton purity due to limited Monte
Carlo statistics were assumed to be independent. The
5.2 Systematic errors uncertainties due to the heavy flavour decay models and
branching ratios, and also the errors due to the lepton
Basically three sources of systematic errors have to be con- efficiencies and the background estimation, were treated

sidered for the mixed ta@; measurement: as fully correlated.
a) uncertainties in the light quark efficiencies, With these assumptions, the result for the combined 1992/93
b) uncertainties in the correlation effects, data is

C) uncertainties in the knowledge of the composition of the

lepton sample. Ry, = 0.2233-+ 0.0029tat.) = 0.00356yst.)

Errors from sources a) and b) were evaluated in exactly —0-015RCO 1(;2172~ (10)

the same way as in Sect. 4. The effect of source a) turns '

out to be about a factor two smaller, since the light quark

efficiencies enter only linearly in equations (8). The error6 The multivariate analysis

on the correlation between the lepton tag and the vertex

tag is dominated by the limited statistics available from theln the impact parameter analysis, hemispheres are tagged
simulation. The two most important sources of correlationsimply asb and noné. This leads to two equations with
were gluon radiation and the correlated acceptances of theix unknowns,Ry, €, R¢, €uqs, €. and p,. Three of them,
relevant detectors. For example, the hole between the barrel,4s, €. and py,, are then taken from simulation argl. is

and forward muon chambers corresponds to adaegion  fixed to the Standard Model value. If the number of equa-
where the VD sensitivity is reduced; in the same way, thetions for physical observables were larger than the num-
HPC polar acceptance overlaps with that of the VD (seeber of unknowns, the latter could be extracted directly from
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the data, and the simulation would be required only to esti-g E\D\ELPHl e 95495 Dotg
mate systematic errors and the influence of hemisphere cog & : : ] uas
relations. That is the principle of this method of measur- ="~ " — — -
ing Ry, which uses the 1992 and 1993 data. The method | - e f—
was used previously to analyse the 1991 data [7]. The cut A e
| cOSOsprust |< 0.75 was applied. This ensured that most "¢ e
of the tracks were within the acceptance of the microvertex [ | T ey
detector. In order to reduce the correlation between oppo- | .
site hemispheres as much as possible, a primary vertex was™ £ | | .
computed on each side; the position and dimensions of the ¢ - %,
beam spot were also used in these fits. Wl oo b ++

To provide the necessary hemisphere tagging categories | 2 | & | g =1 W
(physical observables), an involved multivariate analysis Foe & - 1]
technique is used. This tagging algorithm combines thirteen , | L L i e . il

microvertex and event shape variables. The details of the Winning margin A
Fechnlque and a full dQSCI’IptIOH of the variables can be foun%g. 8. Distribution of the winning marginA in the b tag categories for

in [14] and were basically the same as those used for th@ata and for simulation after correction. The different types of shading
1991 analysis. One variable (boosted sphericity) is computegnow the different flavour contributions to the simulated event sample. The
with four-momenta only, the remaining ones use the reconsimulation distributions are normalized to the data statistics. The values of
structed trajectories near the interaction point. Three of thenthe cuts defining the threletag categories are also indicated

are connected to thg? fit of vertices associated with vari-
ous sets of particles. Three are distances between “candidate . . . .
secondary vertices” and the primary vertex, and are sensiti\%’.t'on' Nevertheless, in order to improve this agreement, the
to decay lengths. Another three variables are different coundifferent flavours in the simulated sample were weighted
ters of “candidate secondary particles” and the last two aré"'d moved around in such a way that the distributionlin
estimates of the total energy apflassociated with them. In 10F €ach tag coincided with that of the data sample. Even
order to improve the quality of the tagging as compared withthough this procedure does not ensure detailed agreement at
that achieved in the 1991 analysis, the hemisphere probabif!'€ 1€Vl of each flavour contribution separately, it improved
ity variable Py used in the analyses presented in Sects. 41€ agreement in the description of the physical observables
and 5 was also included, but in this analysis it was con-(def'ned in Sect. 6.1) used to perform the measurement.

structed using the primary vertex computed separately irf /9Ur€ 8 shows the winning margin distribution in théag
each hemisphere. after these corrections. Their f|_nal aim was only to improve
The probabilitiesp,q., p. andp, of observing the thir- the evaluation of the systematic errors.
teen values of the variables for each hemisphere are com-
puted from model distributions taken from simulation. These
three probabilities are sorted in increasing ordepgs.;,
Dsecond aNd pyrnirg. The hemispheres are first classified as
uds, ¢ or b according to the highest probabilitys;,.s;. The
uds tag is then subdivided into two categories (callets-
tight anduds-loose) and thé tag into three categories$-(
loose, b-medium andb-tight). The categories are mutually
exclusive and they have been ordered by increasipg-
rity. The subdivision inside theds andb tags is based on a
crucial classification criterior\, called thewinning margin
defined as

6.1 The fit procedure

The mathematical formalism of the fit procedure is described
in reference [14]. The tagging algorithm classified fiig =

3 flavours {uds, ¢ and b) of the hadronic events intdVr
categories. Even though the smallest number of categories
to measureR;, with this method isNt = 4, the choiceVy =

6 was made in order to overconstrain the problem and to
minimise the error.

The first set of observables was the mati; (1,J =
1,....N7), defined as the observed fraction of events tagged
A =N first/Psccond); (11) as | and J for hemispheres 1 and 2 respectively. The cor-

responding expected fraction of evefifts; can be written
which is an indicator of tag clarity. The values of the cuts as
defining these categories werk, = 2.0, A;""'*" = 4.0 _ q.q q
and A" = 8.0. They were chosen in order to minimise T zq: rest )Ry (12)
the error.

The distribution of the winning margirl depends on the In (12), theR, are the flavour fractions and is the proba-
response of the tracking system, so that imperfect descripbility to classify a hemisphere of flavogrin category I. The
tion of the detector accuracy could produce disagreemen® x 3 arraye?, called theclassification matrixwas assumed
between data and simulation. The standard simulation deto be the same for both hemispheres. In a first approxima-
scribed the distribution of the winning margin reasonablytion, the probability to classify an event of a flavauin one
well, but not perfectly. The final effect oR;, of the sim-  hemisphere is independent of the classification in the other
ulation not being fully realistic was expected to be small, hemisphere. In order to take inter-hemisphere correlations
because the efficiencies and backgrounds were estimated dirto account, the matrix%, was introduced. The values of
rectly from the data, and almost independently of the simu-these elements fdf quarks, as estimated from simulation,
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Fig. 9. a) Double tag hemisphere correlation factors aquarks estimated from simulatiob) dependence on the winning margihof the most important
correlation factorpb.(A)

are shown in Fig. 9(a). Most of them are small, or else aredescribes the whole range of the contamination distributions

not significant for the extraction aRy. F4s(A) and.72.(A) for the DELPHI data is the product
It is not possible to extrack, by a simple fit of the ex- of an exponential with a Gaussian function.
pected fractiond7; ; to the observed fraction®;; because In the 1991 analysis, equation (13) was used to fit the

of the rotation degeneracy described in [14]. To solve thisfractions f;(A) to extract their asymptotes}. The values
problem, a second set of observables, the distributions of thgf ¢4 were then inserted into a final fit to the matd; ;
category fractionsf7(4), was usedf;(4) is defined as the to extract R, [7]. The problem with this technique is to
fraction of the events tagged &sn one hemisphere with a evaluate properly systematic errors in the estimates;of
winning margin in a given bin ofy, A4, that are classified  This difficulty has been avoided in the present analysis by

in category | in the other hemisphere. The main property ofcombining the two fits into one by minimizing the global
the fraction f;(4) is that its asymptotic value provides an gpjective y2(e, R) function, defined as

estimate of the corresponding classification probabifjty
The correlations in the background terms were found to

have only a small influence, and were neglected. Then the (Dy; —T1s}?
f1(A) fractions can be expressed as e R)=> 2 (15)
1J
F1(A) = &4 {1+, (A)) +€1(2), (13) " o 2
with +Z {f1(Q) = € [1+pp(4)] — €1(A)}
, .

g (A

E1(A) = (€47 — DRt (D) + (6§ — DAL, (14) he e

where.22,,4s(4A) and.Z2.(A) are theuds andc contamina-  This allows the simultaneous determination of the classifica-
tions in theb-tagged hemisphere and are independent of thdion matrix, the contamination distributiorgs(A) and R,.
index I. From (13) and (14), the asymptotic valuefefA) is The o7 are the statistical errors of thB;; elements and
{1+lima_ p};(A)} €%, provided high purity is achieved oy,(a) are the experimental errors gia(A) for each bin of
in the b-tagged hemisphere for large values4f That this 4. With this function and in the absence of correlations, a
high purity is indeed achieved can be seen in Fig. 8. Thedegeneracy in thedsc sector is still present but it can be
coefficientsp?, (A) in 13 are the running hemisphere cor- removed, for instance, by fixing. to the Standard Model
relation coefficients as a function af for each tag |. The value. This constraint has no effect on any parameter of the
main correlation factor for thé&, measurement ig}s. Fig- b sector [14].
ure 9(b) shows the variation of this coefficient within the Another advantage of this global fit is that it provides the
simulated data. Within the statistical errors it is very stable,unique solution that reproduces the matrix populati®n,
even at large values of\, and is always compatible with and the f;(A) fractions simultaneously. In addition, hemi-
zero. sphere correlation effects can be studied simultaneously for
In order to extract the asymptotic value ¢f(4), an  both terms of equation (16). The disadvantage is the intro-
analytical parametrization of thg;(A) distributions must  duction of a relatively large number of auxiliary parameters
be used. It was found that the parametrization which besin the minimization procedure.
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Fig. 10. The distributions of the fractiong;(A) with their fits for the combined 92+93 data. The dashed horizontal lines shom};thalues fitted from
the data. The distributions for the simulation are also shown, together with the contributieds,af and b flavours. To show the small backgrounds in
the region of hard cuts, the vertical scale on each plot goes down to one per mil of the fitted vsgue of

6.2 R, measurement and consistency checks in A than in the other categories. However these categories
have rather little weight in the evaluation &, since they

The data samples collected in 1992 and 1993 were analyzedFcount for only about 4% and 7% respectively of the
independently because differences in the microvertex deted!®mispheres in the data.

tor were expected to result in slightly different tagging effi-
ciencies. About 1,400,000 hadronitdecays were selected,
of which 974,149 passed theo0sb;,..s: | cut. The bias of
the Z — bb fraction in the selected sample was estimated
from simulation and was found to be smallp005+ 0.0004

for the 1992 data and @009+ 0.0004 for 1993. The plots of
the fr(4) distributions as a function of the winning margin In the fit of thex?(e, R) function, theR.. parameter was

A are shown in Fig. 10 for the combined 1992 and 1993fixed to the Standard Model value. Even though there were
data. The reproducibility and reliability of the method was many free parameters in the fit, no subsidiary local minima
tested by analyzing the same simulated events that were usegere seen in the whole range &f,. Table 7 summarizes

No significant irreduciblexds and ¢ background is ob-
served in the asymptotic regions of thfg(A), fs(4A) and
f6(4) distributions, which are the most significant for the
Ry, extraction. Effects of the remaining background are small
and are included in the systematic uncertainties.

to estimate the correlation coefficients. The¢ji(A) distri- the ¢4 and R, values fitted to simulated and real data tak-
butions are also shown in Fig. 10, together with the separating hemisphere correlations into account, and also the values
contributions ofuds, ¢ andb flavours. expected for the simulated data. THg,, ., element is

Categories 1ds-tight) and 2 {ds-loose) contain the the least well reproduced. Background effects were not neg-
smallest fractions o hemispheres, as can be seen from theligible in this b-depleted category and 2.%lifferences were
higheruds and ¢ backgrounds in the distributions gf(A) observed. However this matrix element was not significant in
and f,(A); to achieve highb purity thus requires tighter cuts the R, extraction. Good agreement was found between the
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0.01

expected and fitted values for all the othérparameters,
and for thee¥d andes. g

Table 7 shows that the difference between the generategeeoce- -
and the fittedR,, is 0.0018+ 0.0027 in the 1992 simulation o e

0.008 [—

eference)

and—0.00074+0.0026 in the 1993 one. On average, the mea- __ f +

sured values agree within@D05+ 0.0018 with the expected F

ones, so it may be concluded that the method produces no ”* """" + """""""" I Y R S
bias on the measurement. o0z - +

The off peak and on peak data are expected to have al- oo |
most the same fraction &b events, since the hadronic cross g
sections at these energies are still dominated lexchange.
Analyses of the off peak and on peak data taken in 1993 E
gave Ry(89.49 GeV) = 0.2220+ 0.0157, R;(91.25 GeV) = B s
0.2210+0.0059 andR;(93.08 GeV') = 0.2186+0.0139. The So
corresponding<2 probabilities of the fits were 45.3%, 74.5% Fig. 11. The value ofR;, - Ry, (reference), with its error, as a function
and 37.6% respectively. As the differences between the off the cuts defining the three b categoriel*"'**’ was taken as half of
peak and off peak values dk, are not sensitive to sys- Azut””gh. The reference value dR,, is the value quoted in the text
tematic effects, these numbers can be combined using only
statistical errors. Before averaging them, the off peak values
of R, were corrected for the small differences expected rel-sources of systematic error. In this methdt, is extracted
ative to the on peak value. These corrections were predictegimultaneously with the efficiencies and backgrounds by fit-
by ZFITTER [15] and changed the off peak values by 0.0007ting the data. However, the analysis assumes that for asymp-
and 0.0005 for/s = 89.49 GeV and./s = 9308 GeV re-  totically hard cuts the contributions efls andc are negli-
spectively. The value for 1993 data in Table 7 is the resultgible. In the absence of hemisphere correlations and remain-
of combining the three energies after these corrections. Ithg uds andc background in the region of hard cuts, thg
agrees within three per mil with the result obtained when allmeasurement is mathematically independent of the factors
the statistics were analyzed together, which is a consistencthat affectb production or decay, for example fragmentation
check of the reproducibility and reliability of the method. functions or lifetimes. In that case the corresponding system-

As a cross-check on the effect of correlations, the fitsatic errors are exactly zero. If the hypothesis is almost true,
shown in Table 7 were repeated taking all correlation co-second order effects on tii&, measurement can appear and
efficients equal to zero. The smallness of the change irshould be included in the systematic uncertainties.
the results was remarkable: the changeRp was only In the previous section it was shown that only a small
0.00103+0.00161 for the 1992 data andd.00146+:0.00150  difference inR; is observed if the estimated correlation ma-
for the 1993 data, where the errors are computed from thérix is taken into account in the fit or if it is neglected.
change inR;, obtained by moving the correlation coefficients This suggests that the method is insensitive to the particular
by their statistical errors. This demonstrates the insensitivitypattern of correlations. There is no evidence for a fundamen-
of the method to the predicted pattern of correlations. tally different correlation pattern in real data compared to the

As another cross-check on the stability 8f, the mea- simulation. The error made on data coming from correlations
surement was repeated for different tagging cuts defininghould be similar to the one made on the simulation. An es-
the threeb categories. Figure 11 shows the difference oftimate of this error was obtained by varying the parameters
each measurement with respect to the reference result asad the simulation that could be sources of correlation.
function of Ag“tvhié’h, taking Ag“tvlow to be always half of By following the prescriptions described in reference [6],
Jve have checked that errors due to modelling are of second
order. Table 9 summarizes all the contributions to the sys-

-0.006 (—

-0.008 (—

Ag#M9h The measured value is stable over a wide rang
of variation of the efficiencies inside eatltategory. More- ) ing f del o
over, R, was also measured using the minimal configura-{€Matic error coming from model uncertainties.

tion of N = 4 categories and the difference observed with Correlatlon effects can be described in terms of the fol-
respect to the reference result was 0.0011, well inside th&PWing sources:

statistical error on the difference of 0.0029. . . . .
— Hadronic Z events with three or more jets differ from

those with a two jet topology by the presence of one or
6.3 Systematic errors more hard gluons in the final state. This effect includes

the hard gluon emission producing@pair in the same
Three kinds of systematic errors were studied separately: hemisphere. To estimate the systematic error from this
uncertainties coming from models, from detector effects and  source, the number of events was measured in data and
from the analysis method. in simulation as a function of the thrust of the event. The

simulation thrust distribution was then corrected to re-

produce the data distribution. The error was estimated as
6.3.1 Model uncertaintiesMost methods ofR; determina- the change in the fitted value &¥,, due to the change of
tion assume the knowledge of ttbetagging backgrounds correlations and efficiencies, between the standard simu-
[1-5]. These quantities, taken from simulation, are sensitive lation and the corrected one. The magnitude of the effect
to theoretical uncertainties in thels and ¢ sectors and are was 0.00061.
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Table 7. Results of the 1992/1993 simulation and real data fits using the correlation pattern taken from the
simulation. For comparison, the values expected for the simulations are also shown. The statistical errors are

given in brackets and affect the last two digits

1992 Simulation 1992 Data 1993 Simulation 1993 Data

Categ. Param. Expected Fitted Fitted Expected

b
1 evblds—tight

Fitted Fitted

0.0501  00529(11) 00562(20) 00454  Q0470(10) 00354(18)

2 € 1o loose 0.0801  00818(10) 00802(15) 00823  0Q0830(10) 00592(21)
3 € arm 0.2030  02023(19) 02046(26) 02005  01980(19) 01824(24)
4 € loose 0.2207  02195(10) 02074(18) 02136  02136(08) 02140(17)
5 € diwm 01924 01908(11) 01864(16) 01969  01966(09) 02006(15)
6 b _tight 0.2537  02523(17) 02653(30) 02613  02619(14) 03084(34)
Ry 0.217  02188(27) 02163(51) 0217 Q2163(26)  02209(51)
Prob(x?) 9.5% 231% 333% 109%

— The bias of the production vertex due to the inclusion6.3.2 Detector effectsThe detector effects include all
of tracks fromb decays can produce a negative correla-sources of uncertainties due to the apparatus and can be
tion. The lifetime ofb-hadrons and thé fragmentation  described in the following terms:

function are the most relevant parameters. The change in
the correlations resulting from a change of thifetime -
was estimated by applying different decay time weight-
ing functions to the simulated event sample. The change
in the correlations led to a changeiity of 0.00022. The
uncertainty due to thé fragmentation function was es-
timated similarly, by varying the Peterson parameter to
reproduce the mean energy of B-hadrons within its error
limits. The resultant error was 0.00038.

— Finally, the uncertainties in the correlations coming from
the limited simulation statistics were included.

For the evaluation of the systematic uncertainty coming from
the remaininguds and ¢ background, the following contri-
butions were considered:

— The dependence aR, on the fraction of charm events
(which should be distinguished from the formal pa-
rameter of the fit) was estimated by changingdbé&ac-
tion in the simulation around its Standard Model value.
A dependence 0f-0.0049%,-272 was found. In con-
trast, when theR,. fit parameter was varied the change
of R, was exactly zero.

— The uncertainty due to the c fragmentation function was
estimated similarly, by varying the Peterson parameter
to reproduce the uncertainty in the mean energy of D-
hadrons.

— The uncertainties from the relative production rates of
D-hadrons, their lifetimes, their decay multiplicities and
their inclusive branching ratio® — K°X were ob-
tained by varying these values about the measured ones
according to [6]. -

— The systematic error from uncertainties in the produc-
tion of long-lived particles in light quark eventg<®,

A, hyperons) was obtained by varying the corresponding
production rates in the simulation biy10%.

— The systematic errors from uncertainties on the gluon
splitting processes — bb andg — cc were obtained by
varying the fraction of such events by 50%.

To obtain the systematic error from these sources, the Monte
Carlo simulated events were weighted as a function of the
relevant model parameter. The weighted simulated sample
was then fitted, and the difference with respect to the fit to
the standard simulated sample was taken as the error.

Detector response. Differences between data and simu-
lation are not important in the present analysis, because
all efficiencies and backgrounds are obtained directly
from the data; only a small model dependence remains
due to hemisphere correlation effects and the possible
background remaining in the region of hard cuts. As
explained in Sect. 6, the Monte Carlo sample was cor-
rected to adjust the winning margin distribution to the
data. This procedure improves the agreement between
data and simulation at the level of thHe;; matrix and

the f;(A) distributions. For the uncertainty due to the
knowledge of the detector response we therefore take
the difference between the measurements using the stan-
dard simulated sample and the corrected one, and add in
qguadrature the error on this difference. The values ob-
tained were 0.00038 for the 1992 sample and 0.00089
for 1993.

— The polar angle of the thrust axis. Correlation effects

could be induced by the fall in tag efficiency at the
fringes of the vertex detector acceptance, where both
jets are in a region of less good VD acceptance simulta-
neously. To obtain the systematic error from this source,
the number ob-tagged events was measured in data and
in simulation as a function of cosf;x.s: |. The sim-
ulation distribution was corrected in order to reproduce
the corresponding data distribution and the effectiiyn
was determined. A contribution of 0.00042 for 1992 and
0.00041 for 1993 is quoted, using the same method as
for the detector response.

The azimuthal angle of the jets. Due to dead or noisy
modules in the vertex detector, the efficiency was not
independent of the azimuthal angle. In particular, during
the 1992 running, one row of the DELPHI vertex detec-
tor in one layer was dead. In an almost back to back jet
topology, hitting a bad module on one side then normally
results in hitting a good module on the other side, pro-
ducing a negative correlation. The multivariate tagging
is not sensitive to local defects, so the variation of the tag
efficiency with the azimuthal direction of the event axis
is not important. Nevertheless, we have investigated the
error due to the local drop of efficiency, which induces
a small negative correlation. The method used was the
same as for the polar angle correlation. Contributions of
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0.00034 for 1992 data and 0.00009 for 1993 data weraNith these assumptions the final result is
found.

— Beam spot constraint. This constraint can be a source of
correlations owing to the beam spot size, since the beandts = 0.2194+ 0.0032(stat.) + 0.00226yst.)

spot constraint is common to both hemispheres. A 10% 0 0049]%c —-0.172 16
change (which corresponds to the accuracy of the size e 0172 (16)
determination) was found to chandg by 0.00034 for

both 1992 and 1993 data. The breakdown of the errors on the separate and the com-

bined results are given in Table 8.

6.3.3 Analysis methodThe fit to the simulation discussed
in Sect. 6.2 showed that the analysis method is unbiassed, Combination of the results
within the accuracy of the limited Monte Carlo statistics.

In particular, it was shown that the difference between therne results from the different analyses have been com-
generated and the fitte®, is 0.0018+ 0.0027 in 1992, pined taking into account the common systematic errors.
and —0.0007= 0.0026 in 1993. On the other hand, as was The preakdown of the errors for the individual analyses and
indicated in Sect. 6.1, the method assumes that estimates gl the combination is given in Table 9. The errors within a
the €; column of the classification matrix can be extracted jine have been assumed to be fully correlated. The statisti-
asymptotically. The effect of this assumption can be testegy| correlation between the mixed tag and the other analyses
by fitting R, in the simulation with the:j parameters fixed  can be neglected. The correlation between the double im-
to their true values. The difference obtained with respectyact parameter tag and the multivariate analysis has been
to the full measurement wasa11+ 0.0022 for 1992 and  estimated using a Monte Carlo technique to be less than
—0.0001+ 0.0021 for 1993, where the errors are due 10 g 35 (90% C.L.). Conservatively this value has been used in
Monte Carlo statistics. These values were used to correct thge gyerage The combined result is:

R, derived from the fits to the data, and their errors were

taken as a systematic uncertainty on the measurement dug, = 0.22134 0.0016(tat.) + 0.0021(yst.)

to the analysis method. This becomes the most important R, —0172

contribution to the systematic error which is uncorrelated —0.015 0.172

between the different years; it could be reduced with more ) :

simulation statistics. with x*/ndf = 05/2.
Therefore we quote as final values, including acceptance .

and systematic corrections, Because of the different charges of up-type and down-
B type quarks, a correction of +0.0003 due to photon exchange

Ry, = 02152+ 0.00516tat.) + 0.00306yst.) has to be applied to obtaiR? from R, [15], resulting in

and RO = 0.2216:+ 0.00166tat.) £ 0.00216yst.)

Ry, = 0.2210+ 0.0051(stat.) & 0.0030(yst.) R.—0.172

for 1992 and 1993 data respectively. -0.015 0.172

6.4 Combination of the 1991 to 1993 results 8 Conclusions

In order to combine the analyses presented here with th
corresponding one made with the 1991 data, the followin
assumptions are made.

%hree different measurements of the partial decay wigfh
%f the Z into B-hadrons have been performed. Events were
selected using either tracks having large impact parameters
— All statistical errors are assumed to be independent, inOr leptons with high transverse momentum. The following
cluding the data statistical error and the simulation sta-esults were obtained:
tistical errors on the checks of the effects of correlationsDouble impact parameter tag:

and the analysis method.

— The errors dl)je to model uncertainties on efficiency cor-Rb = 0.2219+ 0.0018tat.) + 0.00286yst.)
relations andb tag backgrounds are taken to be fully _0,022RC — 0172
correlated. 0172 ~’

— The error from acceptance bias was assumed to be urMixed tag:
correlated.

— All other errors from detector effects were taken to be o = 0.2233+ 0.0029¢tat.) + 0.00356yst.))
zero in the 1991 analysis, because they were assumed to 015Rc -0172
be well described within the statistical error from the fit ' 0.172 ’

to the simulation. In order to be consistent in the averagey, itivariate analysis:
these errors have been recomputed using the method de-
scribed above. Finally, they were conservatively assumed 1 The most probable value for the correlation was found to be 0. It has
to be fully correlated. been checked that the final result does not change using this value
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Table 8. Breakdown of the error oti;, obtained from the multivariate tagging for each year, and
on the combined value. Common systematic errors are only given in the column of the combined

analysis
Error Source Uncertainty 10*
91 data 92 data 93 data combined

Statistical error +63.0 +50.9 +51.0 +31.8
Model uncertainties +8.4
Simulation statistics on correlations  £27.7 +16.1 +15.0 +10.4
Detector response +8.7 +3.8 +8.9 +6.8
Polar angle acceptance +7.5 +4.2 +4.1 +4.8
Azimuthal angle acceptance +9.3 +3.4 +0.9 +3.6
Beam spot size +3.4
Acceptance bias +7.0 +4.3 +3.7 +2.7
Analysis method +384 +222 +21.0 +14.5
Total systematic error +51.0 +30.1 +29.6 4222
Total error +81.0 +59.1 +59.0 +389

Table 9. Summary of systematic errors dty, obtained from the double impact parameter tag (dit,
Sect. 4), the mixed tag (mt, Sect. 5), the multivariate tag (mult, Sect. 6) and the combination of
the three analyses. Detailed explanations how the different error sources are obtained can be found

in [6]
Uncertainty x 10*

Error Source Range dit mt mult ~ com.
Internal experimental effects:

Hemisphere correlations +11 0 +144 +8
Lepton-vertex correlations 0 +13 0 +3
Resolution function +9 +9 +6.8 +8
Lepton sample purity 0 +19 0 +4
Acceptance bias +2 0 +2.7 +1
Method 0 0 +145 +5
(zr(c) 0.49+ 0.02 F5 F5 +15 F4
Br(c — ¢) 9.8+ 0.5)% 0 +10 0 +2
Semilept. model b— ¢ [6] (TASSMM ) 0 =11 0 £2
Semilept. model ¢ ¢ [6] ACCMM1 (*ATCUM2 ) 0 =8 0 T2
DO fraction in @ events 657+ 0.053 F1  F1  F02 F1
D* fraction in @ events @48+ 0.037 F15 F8 F0.5 F9
(D° + D*) fraction in @ events B0+ 0.07 F8 F5 F0.6 F5
Ds fraction in @ events 0124 0.05 F7 F7 F34 F6
DO lifetime 0.420+ 0.008 ps F3 F2 F04 2
D* lifetime 10664 0.023 ps T4 T2 F0.3 T2
Ds lifetime 0.4507%%%0 ps 3 F2 F04 T2
A lifetime 0.191°%015, ps 0 0 07 0
D decay multiplicity 253+ 0.06 F6 F4 F0.2 F4
BR(D — K%X) 0.46 4 0.06 +8 +7 +0.5 +6
g — bb per multihadron (A6+ 0.08)% F3 F3 F0.1 F2
g — cc per multihadron (5+0.8)% F1 F1 F0.1 F1

Rate of long-lived light hadrons  Tuned JETSET0% F6 F5 F0.4 F4

R, = 0.2194: 0.00326tat.) + 0.0022(yst.))
R.—0.172

R9 = 021557 0.0005 [15]. This number is about 2.3

; standard deviations lower than our measurement, assuming
—0.0049 - R, =0.172.

0.172
- . In addition, the variation oR;, between the on peak and
Combining all numbers and correcting for photon exchange, ¢ peak energies has been measured. The values

e Ry(89.49 GeV))
b A e
= 0,982+ 0.015
. oot 6ot Ry(91.25 GeV)
R? = 0.2216+ 0.0016(stat.) + 0.00216yst.
’ R.—0.172 Ry (9808 GeV) _ 997, 0016
—0.015 * Ry(91.25 GeV)
0.172

have been found, in agreement with the Standard Model
For this number, all centre of mass energies at which LERprediction of 0.997 and 0.998 respectively.

has run have been combined. All results are in agreement

Wlth_those of other measurements at LEP [1' 2,4, 52]' AS'AcknowledgementsWe are greatly indebted to our technical collaborators
suming a mass of the _tOIO quark of; = 180+ 12 GeV/c*, and to the funding agencies for their support in building and operating the
as obtained from a simple average of the CDF [16] andDELPHI detector, and to the members of the CERN-SL Division for the
the DO [17] measurements, the Standard Model predictgxcellent performance of the LEP collider.
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